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All sets can be measured by an outer measure, which is
monotone and countably subadditive function. Most im-
portant example is the Lebesgue outer measure, which
generalizes the concept of volume to all sets. An outer
measure has a proper measure theory on measurable sets.
A set is Lebesgue measurable if it is almost a Borel set.
Existence of a nonmeasurable set for the Lebesgue outer

measure is shown by the axiom of choice.

Measure theory

1.1 Outer measures

We begin with a general definition of outer measure. Let X be a nonempty set
and consider a mapping on the collection of subsets of X. Recall that if A; < X for
1=1,2,..., then

o0

JA;={xeX:x€eA; for some i}

i=1

and -
(NA;={xeX:x€A, for every i}.
i=1

Moreover X\ A ={xe X :x ¢ A}
Definition 1.1. A mapping pu*: {A: A c X} —[0,00] is an outer measure on X, if

(1) p*(@)=0,

(2) (monotonicity) u*(A) < u*(B) whenever A c Bc X and

(3) (countable subadditivity) u* (U2, A;) < X2, u*(A;) whenever A; c X, i=
1,2,....

THE MORAL: The sum of outer measures of countable many sets that cover a
given set is at least the outer measure of the set, that is, volume may get smaller

but not larger in countable coverings.

Remark 1.2. Countable subadditivity implies finite subadditivity, since we may

add countably many empty sets to a finite collection of sets.

WARNING: It may happen that the equality u*(A uB) = u*(A) + u*(B) fails
for A and B with A nB = @. This means that an outer measure is not necessarily
additive on pairwise disjoint sets. Note, however, that the inequality u*(A uB) <
©*(A)+ u*(B) always holds by subadditivity.
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Figure 1.1: Countable subadditivity.

Example 1.3. Let X ={1,2,3} and define u* by setting y*(¢) =0, u*(X) =2 and
u*(E) =1 for all other E c X. Then y* is an outer measure on X. However, if
A ={1}and B=1{2}, then AnB =@ and

pAUB)=p"({1,2)=1#2=p"(A)+u*(B).

Examples 1.4:
(1) (The trivial measure) Let u*(A) =0 for every A c X. Then y* is an outer
measure. The trivial measure is relatively useless, since all sets have

measure zero.

(2) (The discrete measure) Let

1, A#g,
pr(A) =
0, A=g.

The discrete outer measure tells whether or not a set is empty.
(3) (The Dirac measure) Let xg € X be a fixed point and let

" ]_, X0 EA,
u(A)=
0, xp¢A.

This is called the Dirac outer measure, or Dirac’s delta, at xo. The Dirac
measure tells whether or not a set contains the point xg.
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(4) (The counting measure) Let u*(A) be the (possibly infinite) number of
points in A. The counting outer measure tells the number of points of a
set.

(5) (The Lebesgue measure) Let X = R” and consider the n-dimensional closed

interval (rectangle)
I={xeR":-co<a;<x;<b;<00,i=1,...,n}=[a1,b1]1 x...x[an,b,]

with sides parallel to the coordinate axes. We allow intervals to be degen-

erate, that is, b; = a; for some i. The geometric volume of I is
vol(I) = (b1 —a1)bg —ag)--- (b, —ay).

The Lebesgue outer measure of a set A c R" is defined as

i=1 i=1

m*(A):inf{Zvol(Ii):Ac fjli},

where the infimum is taken over all coverings of A by countably many
intervals I;,i=1,2,....

THE MORAL: The Lebesgue outer measure of a set is the infimum of

sums of volumes of countably many intervals that cover the set.

Observe that this includes coverings with a finite number of intervals,
since we may add countably many intervals I; = {x;} containing only one
point with vol(Z;) = 0. The Lebesgue outer measure is nonnegative but

may be infinite, that is, 0 < m*(A) < oco.
* If m*(A) < 0o, by the definition of infimum,
[0}
m*(A)< ) vold;)
i=1

for every covering of A by countably many intervals I;, i =1,2,...,

and for every € > 0, there exist intervals I;, i = 1,2,..., such that
A CU‘i’flli and
- (o]
Zvol(li)< m*(A)+e.
i=1
* m*(A) < oo, if there exist intervals I;, i = 1,2,..., such that A c

U2, 1 and 352, vol(1;) < co.

* m*(A)=o0,if X2, vol(I;) = oo for every covering of A by countably
many intervals I;,i=1,2,....

e m*(A) =0, if for every ¢ > 0, there exist intervals I;,i =1,2,..., such

that A c U‘i’illi and }.72, vol(I;) <e.
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Figure 1.2: Covering by intervals.

We shall discuss more about the Lebesgue outer measure in Section 1.7,
Section 1.8 and Section 1.9, but it generalizes the notion of n-dimensional
volume to arbitrary subsets of R”.

Claim: m™* is an outer measure.

Reason. Let € > 0. Since

we have

0sm*(®) SVol(

IR n en "
—eroen | ol | —g
272 ] ) 2 €

By letting € — 0, we conclude m*(®) = 0. We could also cover @ by the
degenerate interval [x1,x1] x -+ x [x,,x,] for any x = (x1,...,x,) € R" and
conclude the claim from this.

Let A < B. We may assume that m*(B) < oo, for otherwise m*(A) <
m*(B) = co and there is nothing to prove. For every & > 0 there exist
intervals I;,i=1,2,..., such that B c U‘L?lei and

ivol(li) <m*(B)+e.
i=1

Since A c B< U2, I;, we have
(e 0]

m*(A)< Y vol(;) <m*(B) +e.
i=1
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(6)

(7

By letting € — 0, we conclude that m*(A) < m*(B).

Let A; cR",i=1,2,.... We may assume that m*(A;) < oo for every
i=1,2,..., for otherwise Y72, m*(A;) = oo and there is nothing to prove.
Let £ > 0. For every i = 1,2,... there exist intervals I, ;, j =1,2,..., such
that A; c U?zlli,j and

[e o]

Yovolll; ) <m*(A)+&.
J=1
Then U?ZlAi [ U?Zlu?zlli,j = U?3=11i,j and

m* (GAL-) < ilvol(li,j) = i iVOI(Ii,J')

i=1 ij= i=1j=1
<Y (mr@an+£)=Y m @An+e.
i=1 i=1
The claim follows by letting € — 0. n

(The Hausdorff measure) Let X =R", 0 <s <oo and 0 < < co. Define

o0 o0

Jfg(A) = inf{ Z(diam(Bi))s Ac U B;, diam(B;) < 6}
i=1 i=1

and

FJO5(A) = limeg(A) = sup]fg(A)'
6—0 §>0

We call #° the s-dimensional Hausdorff outer measure on R*. This gen-
eralizes the notion of s-dimensional measure to arbitrary subsets of R".
See Remark 1.25 for the definition of the diameter of a set. We refer to
[2, Section 3.8], [4, Chapter 2], [7, Chapter 19], [10, Chapter 7] and [16,
Chapter 7] for more.

Observe that, for every § > 0, an arbitrary set A c R” can be covered by
B(x, %) with x € A, that is,

AcU{B(x,g):xEA},

where B(x,r) = {y € R" : |y — x| < r} denotes an open ball of radius r > 0
and center x. By Lindelof’s theorem every open covering in R" has a
countable subcovering. This implies that there exist countably many
balls B; = B(x;, g), 1=1,2,..., such that A c U‘i’ilBi. Moreover, we have
diam(B;) < § for every i = 1,2,.... This shows that the coverings in the
definition of the Hausdorff outer measure exist.

Let & be a collection of subsets of X such that @ € & and there exist
AjeF,1=12,..., such that X = U2, A;. Let p:F — [0,00] be any
function for which p(@)=0. Then p* :{A: A c X} —[0,00],

/J*(A)Zinf{Zp(Ai)ZAi eF,Ac UAL‘}
i1 =1
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is an outer measure on X. Moreover, if p is monotone and countably
subadditive on %, then u* = p on F (exercise). This gives a very general

method to construct outer measures, see [2, Section 2.8].

(8) (Carathéodory’s construction) Let X =R"™, & be a collection of subsets of X
and p : & — [0,00] be a function. We make the following assumptions on
Z and p.

* For every § >0 there exist A; € &,i=1,2,..., such that X = U‘i’ilAi
and diam(A;) <.

¢ For every 6 > 0 there exists A € & such that p(A) <4 and diam(A) <.
ForO0<d<ooand A c X, we let

o0 o0

ps(A) = inf{ Y pA):A; e F,Ac|JA;, diam(A;) < 6} .
i=1 i=1

The first assumption guarantees that we can cover any set A with sets in

Z of arbitrarily small measure and the second assumption implies that

p5(@) =0. It can be shown that uj is an outer measure (exercise), but it is

usually not additive on disjoint sets (see Theorem 1.12) and not a Borel

outer measure (see Definition 1.37). Clearly,
Py (A) < ps(A) for 0<§<6 <oo.
Thus we may define
p*(A) =lim p3(A) = sup uz(A).
6—0 5>0

The outer measure p* has much better properties than uj. For example,
it is always a Borel outer measure (see Theorem 1.53 and Remarks 1.54).
Moreover, if the members of & are Borel sets, then u* is Borel regular (see
Definition 1.37). This gives a very general method to construct Borel outer

measures, see [2, Section 3.3].

THE MORAL: The examples above show that it is easy to construct outer
measures. However, we have to restrict ourselves to a class of measurable sets in

order to obtain a useful theory.

1.2 Measurable sets

We discuss so-called Carathéodory criterion for measurability for a general outer
measure. The definition is perhaps not very intuitive, but it will be useful in the
arguments. In practice it may be difficult to show directly from the definition
that a set is measurable. However, Lemma 1.63 proves that every closed interval

is Lebesgue measurable by using the definition below. Later we give a more
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geometric characterizations of measurable sets for the Lebesgue and other outer

measures.

Definition 1.5. A set A c X is pu*-measurable, if
urE)=p"(EnA)+u"(ENA)

for every E c X.

THE MORAL: Ameasurable set divides every set into two disjoint parts in an
additive way. On the other hand, a nonmeasurable set divides some set into two

parts in a nonadditive way.

&

Z g
P

Figure 1.3: A measurable set.
Remarks 1.6:
(1) Since E =(EnA)U(E\ A), by subadditivity
uwr(EYSu (EnA)+u"(ENA).

This means that an inequality always holds in Definition 1.5. To show that

a set A is u*-measurable it is enough to prove that
ur(E)zu (EnA)+u"(E\A).

for every E c X. Note that this certainly holds if u*(E) = oo, so that it is
enough to consider sets E with u*(E) <oo. A set A is not yu*-measurable,

if g”"(E) < p*(EnA)+pu*(E\A) for some E c X.
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(2)

3

4)

%)

If A is p*-measurable and B is an arbitrary subset of X with AnB = @,
then by taking E = A UB in Definition 1.5 we have

L (AUB) = 1*(A) + u*(B).

In particular, an outer measure behaves additively on two disjoint mea-
surable subsets. A repeated application of this result implies that an
outer measure is additive finitely many pairwise disjoint measurable sets.
Theorem 1.12 below shows that this holds true also for countably many
sets.

On the other hand, if there exist sets A and B such that AnB =@ and

W (AuB) # u*(A)+u*(B),
that is p*(AUB) < u*(A)+ u*(B), then A and B are not p*-measurable.
Reason. Let E = AUB. Then

wE)=u (AUuB) £ u" (A)+u* B)=p* (EnA)+u*(E\A)

and

p*(E)=p*(AUB) # u*(A)+ p*(B) = p*(E\B) + u*(EnB). -

If A is u*-measurable and A c B, where B is an arbitrary subset of X, by
taking E = B in Definition 1.5, we have

WB)=p"BnA)+u (B\NA)=p"(A)+p (B\A).
=A
If u*(A) =0, then A is y*-measurable. In other words, sets of measure

zero are always measurable.

Reason. Since ENAcA and E\A cE, we have

L ENA)+u (ENA)<u*(A)+u*(E)=pu"(E)
——
=0
for every E c X. On the other hand, by (1) we always have the inequality
in the reverse direction. This implies A is py*-measurable. n

@ and X are p*-measurable. In other words, the empty set and the entire
space are always measurable.

Reason.

(E)=u"(E “(EN
wWE)=p"End)+u" (E\)
=0 =E
and
p(E)=p (E_ﬂEX)+u (E_\QX),
for every E c X. This shows that @ and X are p*-measurable. m
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Another way is to apply Lemma 1.11 below, which asserts that A is u*-mea-
surable if and only if X \ A is y*-measurable. Hence X = X \ ¢ is y*-mea-

surable, since @ is u*-measurable as a set of measure zero.

(6) The only measurable sets for the discrete measure are @ and X (exercise).

In this case there are extremely few measurable sets.

(7) All sets are measurable for the Dirac measure (exercise). In this case there

are extremely many measurable sets.

Example 1.7. (Continuation of Example 1.3) Let X ={1,2,3} and, define an outer
measure p* such that u*(¢) =0, u*(X)=2 and u*(E) =1 for all other E c X. If
a,b € X are different points, A = {a} and E = {a, b}, then

pr(E)=p (a,b)=1<2=p"{a) +p" (b = (EnA)+ p*(E\ A).

This means that A is not y*-measurable. In the same way we can see that all sets
consisting of two points are not y*-measurable. Thus only y*-measurable sets are
@ and X.

Next we discuss structural properties of measurable sets.
Definition 1.8. A collection </ of subsets of X is a o-algebra, if

(1) ped,
(2) A€ of implies A =X\ A€o/ and
(3) A;€of foreveryi=1,2,... implies U2, A; € /.

THE MORAL: Ao-algebra is closed under complements and countable unions.

Remark 1.9. Every o-algebra </ has the following properties.

(1) Since X\ @ =X, by (1) and (2) in Definition 1.8 we have X € of.
2) IfAq,...,A € 4, then Uf:IAL- € of . This follows from (3) in Definition 1.8
by taking A;=¢ fori=k+1,k+2,....

(3) If A; € of forevery i =1,2,..., then 72, A; € of.

Reason. By de Morgan’s law and Definition 1.8 (3), we have

X\NAi=UEX\A)es.

i=1 =1

Thus by Definition 1.8 (2) we conclude that

o0 o0
A =X\[X\NA|e.
i=1 i=1 n

The corresponding claim also holds for collections of finitely many sets. By
taking A; =@ fori =k + 1,k +2,..., we have ﬂleAi €.
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(4) If A,B € &/, by (2) in Definition 1.8 and remark (2) above, we have A\B =
AnNX\B)e .

Examples 1.10:
(1) Let <f be the collection of all subsets of X. Then < is a o-algebra. This is
the largest o-algebra of subsets of X.

(2) Let o ={@,X}. Then « is a o-algebra. This is the smallest o-algebra of
subsets of X.

(3) Let X be an infinite set and let <f be the collection of all finite subsets of X.
Then <f does not contain X and «f is not closed under complementation,

so that it is not a o-algebra.

(4) Let X be an infinite set and let o be the collection of subsets of X such
that either A or X \ A is finite. Then < is not closed under countable
unions, so that it is not a g-algebra.

Lemma 1.11. The collection .# of u*-measurable sets is a o-algebra.

THE MORAL: All sets constructed of measurable sets by countably many
set theoretic operations of taking complements, unions and intersections are

measurable.

Proof: 1* (@) =0 implies that @ € .4, see Remark 1.6.
WE)=p*(EnA)+u* (ENA)=pu"(E\NX\A)+u"(EnX\A)) for every
E c X. This shows that A® e ..
(3)| Step 1: First we show that A1,Ag € .4 implies A1 UAg € /.

WHE) = u (ENAD + i (ENA1) (A1 €, E test set)

=u* (ENADNA)+u" (ENAD\Ag)+u"(ENnAy)
(Ag € M ,apply E\ A; as a test set)

= (ENADNA)+ U (EN(A1UA)) +p"(ENAjq)
(ENA1D\A2=E\(A1UAyp))

2 (ENA)DNAQQUENAD))+u*(E\N(A1UA)) (subadditivity)

=p (EN(A1UA))+p"(EN(A1UAD))
(ENADNAQUENAD)=EN(A1UA))

for every E < X. Recursively, the same result holds for finitely many sets: If A; €
AM,i=1,2,... k, then UleAi € /. By de Morgan’s law, we also have ﬂi?zlAi € M.

Step 2: We construct pairwise disjoint sets C; such that C; c A; and U‘i’ilAi =
U®,Ci. Let B, =U"_ | A;, k=1,2,... Then B, c Bj.1 and

UAi=B; U(U(Bk+1 \Bk))-
i=1 k=1
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Let
Cl=Bl and Ci+1=Bi+1\Bi, i=1,2,..‘

Then C; nC; = @ whenever i # j and the sets C;, i = 1,2,..., have the required
properties. The sets C; € 4, since they are finite unions and intersections y*-mea-
surable sets, see Step 1.

Note:

i i
Ci+1=Biz1\B;i=A; 1\ |JAi=[Ai+1\A)
j=1 j=1
i i
=(NANE\NA)D =410 )X \Ay, i=12,...
j=1 J=1

-

Figure 1.4: Covering by disjoint sets.

Step 3: By the argument in Step 2 we may assume that the sets A; € 4,
i=1,2,..., are pairwise disjoint, that is, A;NA; =@ for i # j. Let By = UleAi,
k=1,2,... We show by induction that

k
p*(EnBp)=) p"(ENA;), k=12,...,
i=1
for every E c X.
Note: By choosing E = X, this implies finite additivity on pairwise disjoint

measurable sets.
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The case k =1 is clear. Assume that the claim holds with index k. Then
p(ENBpi1)=p " (ENBry1)NBy) + p* (ENBpi1) \Bg)
(Bp e #,ENByp,1 as a test set)
=u (EnBp)+u (ENAgy1)

(B cBp.1, A; are pairwise disjoint implies By.1 \Bj = Ap+1)

k
Y p(ENA)+u*(ENApi1) (the induction assumption)
-1

~.

_

+1
=) W(ENA).
i=1

Step 4: By Step 3 and monotonicity with B, <2, A;, we have

k 0o
Y (EnAp)=p (EnBy) <y’ (Em UAi).
i=1 i=1

It follows that
0 k e
Y uENA)=lim ) p"(EnA)<p’ (Eﬂ Ai).
i=1 k=00 i=1

On the other hand, by countable subadditivity

/J* (Eﬁ UAi) :,Lfk (U(EﬁAi)) < Z,U*(E ﬂAi).
i i i=1

i=1 i=1
This shows that

i=1 i=1
whenever A; € /,i=1,2,..., are pairwise disjoint.

p* (Eﬂ UAi) =) W(EnNA)

Note: By choosing E = X, this implies countable additivity on pairwise disjoint
measurable sets. -
Step 5: Let E c X and A = | J A; with pairwise disjoint A; € 4, i =1,2,....

i=1
Then
u(E)=p" (EnBp)+pu*(E\By) (By €4 by Step 1)
k
=Y W (ENA)+u"(E\Bg) (Step3)
i=1
k
>) WENA)+p" (ENA), k=12,.... (BycA)
i=1
This implies that

k
p*(E)= lim ) p*(EnA;)+p*(E\A)
k—coiZ]
(e o]
=Y WENA)+P (ENA)
i=1
=u"(EnA)+u*(E\A). (Step4)
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By Remark 1.6 (1) we have A € ./ . Note that the countable additivity on pairwise
disjoint measurable sets in Step 4 is not really needed in the argument above. We
could have used countable subadditivity instead. However, we apply the countable
additivity on pairwise disjoint measurable sets in Step 4 in the proof of Theorem
1.12 below. a

1.3 Measures

From the proof of Lemma 1.11 we see that an outer measure is countably additive
on pairwise disjoint measurable sets. This is a very useful property. Example 1.3
shows this does not necessarily hold for sets that are not measurable. The overall
idea is that an outer measure produces a proper measure theory when restricted
to measurable sets.

Theorem 1.12. (Countable additivity) Assume that A; c X,i=1,2,..., are pair-
wise disjoint (A; NA; = @ for i # j) and u*-measurable sets. Then

“*(UA") = wAy.
i=1 i=1

THE MORAL: An outer measure is countably additive on pairwise disjoint
measurable sets. The outer measure is preserved under partitions a given mea-
surable set into countably many pairwise disjoint measurable sets independently

how the partition is done. In other words, volume is preserved in such partitions.

Proof. By Step 4 of the the proof of Lemma 1.11, we have

[e.0]
p(ENA;)
i=1

(o9}
,u* En U Ail=

i=1
whenever A; € #,i=1,2,..., are pairwise disjoint u*-measurable and E c X. The
claim follows by choosing E = X. d

Definition 1.13. Assume that .# is o-algebra on X. A mapping u: .4 — [0,00]

is a measure on a measure space (X, 4, ), if

(1) (@)=0and
(2) p(U2,A;) = X2, u(A;) whenever A; € .4, i =1,2,..., are pairwise dis-
joint.
THE MORAL: A measure is a countably additive set function on pairwise
disjoint sets in the o-algebra. An outer measure is defined on all subsets, but a
measure is defined only on sets in the o-algebra.

Remarks 1.14:

(1) A measure y is monotone on 4.



CHAPTER 1. MEASURE THEORY 14

¢ ) @o,

Figure 1.5: Pairwise disjoint sets.

Reason.
wB)=pu(BNAYUA) = w(A)+u(B\A) = u(A)
for every A,B € ./ with A c B. -

(2) A measure p is countably subadditive on ..

Reason. LetA;€.#,i=1,2,.... Since ./ is a o-algebra, we have U2 | A; €
. As in the proof of Lemma 1.11 (Step 2), there exist pairwise disjoint
sets C; € 4 suchthat C;cA;,1=1,2,..., and U‘L?ZIA,- = U;?glcl-. By (1) we
have u(C;) < u(4;),i=1,2,..., and thus

.U(UAi) = #(U Ci) =) wC) <Y A,
i=1 i=1 i=1

(3) It is possible to develop a theory also for signed or even complex valued
measures. Assume that ./ is o-algebra on X. A mapping p: 4 — [—oo,00]
is a signed measure on a measure space (X, .4, p), if (@) = 0 and whenever
Aje,i=1,2,..., are pairwise disjoint sets, then Z;’Zl,u(Ai) exists as an

extended real number, that is the sum converges in [—o00,00], and

#(UAi) = Z /J(Ai).
i=1 i=1
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Every subset of a set of outer measure zero is measurable as a set of outer
measure zero. In contrast, there is a delicate issue related to sets of measure zero

for a measure defined on a o-algebra.

Definition 1.15. A measure i on a measure space (X, .#, p) is said to be complete,
ifBe 4, u(B)=0and A cB implies Ae /.

THE MORAL: A measureis complete, if every subset of a set of measure zero
is measurable. This will be useful when we discuss properties that hold outside
sets of measure zero, see Remark 2.31.

Example 1.16. 1t is possible that AcBe # and u(B)=0,but A ¢ 4.

Reason. Let X ={1,2,3} and .4 ={®,{1},{2,3},X}. Then .4 is a o-algebra. Define
a measure { on .4 by setting u(@) =0, u({1}) =1, p({2,3}) =0 and u(X) = 1. In this
case {2,3} € 4 and p*({2,3}) =0, but {2} ¢ 4. n
Remarks 1.17:
(1) The measure space (R", .4, u), where .4 denotes the collection of Lebesgue
measurable sets and p the Lebesgue outer measure is complete, see Re-
mark 1.6 (4). On the other hand, the measure space (R*, %, u), where 2
denotes the Borel sets and py the Lebesgue outer measure is not complete,
see Definition 1.35 and discussion in Section 2.3. The reason is that that
there exist B € 2 such that u(B) = 0 and B has a subset which is not a
Borel set. However, the o-algebra of Lebesgue measurable sets is the com-
pletion of the Borel o-algebra (exercise), see Corollary 1.74 and Corollary
1.49.
(2) Every measure space can be completed by adding sets of measure zero to
the g-algebra in the following way. Assume that (X,.#, ) is a measure
space and let (X, .4, ), where

M={AUM:A€.t,McN where N € ./ satisfies u(N) = 0}

and (A UM) = u(A). Then (X,.#,1i) is a complete measure space such
that ./ > .4 and [ is the unique extension of u to ./ (exercise). See also
[2, Theorem 2.26], [3, Proposition 1.5.1], [10, Exercise 2, p. 312] and [11,
Exercise 1.4.6, p. 78].

The following finiteness condition is useful for us later.

Definition 1.18. A measure p on a measure space (X, 4, p) is o-finite, if X =
U2, Ai, where A; € 4 and p(A;) <oo for every i =1,2,....

THE MORAL: Ifameasure is o-finite, the entire space can be covered by
measurable sets with finite measure. In many cases it is enough to assume that
a measure is o-finite instead of u(X) < co. By the proof of Lemma 1.11 (Step
2), we may assume that that the covering sets A; are pairwise disjoint. The

corresponding notion can be defined for outer measures as well.
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Lemma 1.19. The Lebesgue outer measure m* is o-finite.

Proof. Clearly R" =2, B(0,7), where B(0,1) = {x € R" : |x| < i} is a ball with center
at the origin and radius i. The Lebesgue outer measure of the ball B(0,1) is finite,
since

m*(B(0,1)) < vol([—i,i]") = (2i)" < co.

We shall show later that all open sets are Lebesgue measurable, see Lemma 1.55
and Lemma 1.67. O

Remark 1.20. Every outer measure restricted to measurable sets induces a com-
plete measure. On the other hand, every measure on a measure space (X, .#, i)

induces a regular (see Remark 1.38 (2)) outer measure

u*(E) =inf{§p(Ai) :Ec GAL-,AL- €. foreveryi=1,2,... }
i=1 i=1

Then every set in . is p*-measurable and p=p* on .#. This means that p* is
an extension of u. This is sometimes called the Hahn-Kolmogorov theorem. The
extension is unique, if the measure space (X, .#, u) is o-finite, see Definition 1.18.
If the measure space (X, 4, 1) is complete, see Definition 1.15, then the class of
©*-measurable sets is precisely .# (exercise). See also [2, p. 99-116], [7, Lemma
9.6], [10, p. 270-273] and [11, p. 153-156].

THE MORAL: Ifthe measure is o-finite and complete, then there will be no
new measurable sets when we switch to the induced outer measure. In this sense
the difference between outer measures and measures is small.

Next we give some examples of measures.

Examples 1.21:
(1) (X, 4,p), where X is a set, u is an outer measure on X and .« is the
o-algebra of yu-measurable sets.
2) (R",4,m*), where m™ is the Lebesgue outer measure and .# is the o-
algebra of Lebesgue measurable sets.
(3) A measure space (X, 4, ) with u(X) =1 is called a probability space, u a
probability measure and sets belonging to .# events.

The next theorem shows that an outer measure has useful monotone conver-

gence properties on measurable sets.

Theorem 1.22. Assume that y* is an outer measure on X and that sets A; c X,
i=1,2,..., are u*-measurable.

(1) (Upwards monotone convergence) If A; c Ag c---, then

(@

lim H*(Ai):,u*( Ai).
1—00 i=1

1
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(2) (Downwards monotone convergence) If Ay D Ag>---, and u*(4;,) < oo for

some i, then
(o0}
lim p*(A;) = p* (ﬂAi)-
imee i=1

THE MORAL: The measure theory is compatible under taking limits, if we
approximate a given measurable set with an increasing sequence of measurable

sets from inside or a decreasing sequence of measurable sets from outside.

Figure 1.6: Monotone sequences of sets.

Remarks 1.23:

(1) The results do not hold, in general, without the measurability assumptions.

Reason. Let X =N. Define an outer measure on N by

0, A=9,
p'(A)=1<1, A finite,
2, A infinite.

Let A; ={1,2,...,i},i=1,2,.... Then

&)
,u*( A,-)=2;£1= lim p*(A;).
i=1 i—0o

(2) The assumption u*(A;,) < oo is essential in (2).
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Reason. Let X =R, m™ be the Lebesgue outer measure and A; = [i,00),
i=1,2,... ThenN2; A; =@ and m*(A;) = oo for every i = 1,2,... In this
case

(e ¢]

lim m*(A;) = co, but m* (ﬂ Ai) =m*(g)=0.

1—00 i=1 ]

(3) The following observation, see also Remark 1.6 (3) will be used several
times in the proof of Theorem 1.22. Assume that A is y*-measurable and
let B c R™ be any set with A ¢ B and p*(A) < co. By Definition 1.5, we
have

rB)=p*BA)+p* (B\A)=p*(A) +p*(B\A)

and thus p*(B\ A) = p*(B) — u(A). If both A and B are u*-measurable, we
can conclude the same result from additivity on disjoint measurable sets
as

p*(B)=p* (AUB\A)) = pu*(A)+u*(B\A).

Proof: We may assume that p*(A;) < oo for every i, otherwise the claim follows
from monotonicity. We write U2, A; as a union of countably many pairwise
disjoint measurable sets as

o0 o0
UAi=A1uJAi11\Ay).
i=1 i=1

By Theorem 1.12 and Remark 1.23 (3), we have

p* (U Ai) =u (A1 U@ \Ai))
i=1 i=1
o0
=u*(A)+ Z 1 (Ai+1\A;) (disjointness and measurability)
i=1
o0
= AD+Y (,u*(AHl)—u*(Ai)) (Remark 1.23 (3))
i=1

k
=hm@mmnzummﬂymmﬁ)
k—oo i=1
= lim p*(Apy1) = lim p*(A;).
k—o0 i—00
By replacing sets A; by A; N A;,, we may assume that p*(A1) <oo. A;41

A; implies A1\A; cA1\A;; foreveryi=1,2,.... By (1) we have

u ( (A \Ai)) = lim p"(A1\A4))
i-1 i—00

= lim (u*(A1)—p*(4;)) (Remark 1.23 (3))

= W*(AD - lim p*(A;).
1—00
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On the other hand, by de Morgan’s law and Remark 1.23 (3), we have

u ( (A \Ai)) = (Al \ ﬂAi) =p (A —-pu (ﬂAi)-
- i=1

i=1 i=1

This implies that
pr(A) - p” (ﬂ Ai) =p" (A1) - lim p*(A;).
i=1 i=oo
Since p* (A1) < 0o, we may conclude that

[e.¢]
u (ﬂ Ai) = ilim LA,
i=1 —oo

1.4 The distance function

The distance function will be a useful tool in the sequel.
Definition 1.24. Let A cR"” with A # @. The distance from a point x € R” to A is

dist(x,A) =inf{lx —y|: y € A}.

Remarks 1.25:
(1) The distance between the nonempty sets A, B <R" is

dist(A,B) =inf{lx —y|:x € A and y € B}.
(2) The diameter of the nonempty set A c R” is
diam(A) =sup{|lx—y|:x, y € A}.

Lemma 1.26. Let A c R"” with A # @. For every x € R”, there exist a point xo € A
such that dist(x,A) = |xg — x|.

THE MORAL: Thereis a closest point in the closure of the set. If A is closed,
then the closest point belongs to A. In general, the closest point is not unique.

Proof. Let x € R"”. There exists a sequence y; €A, i=1,2,..., such that

lim |x — y;| = dist(x, A).

1—00
The sequence (y;) is bounded and by Bolzano-Weierstrass theorem it has a con-
verging subsequence (y;,) such that y;, — xo as k£ — oo for some xo € R". Since
A is a closed set and ¥j, € A for every k, we have xg € A. Since y — [x—y|is a

continuous function, we conclude

lx—x0| = lim |x—y;,| = dist(x,A).
k—oo
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Lemma 1.27. Let A cR"” with A # @. Then
|dist(x,A) —dist(y,A)| < |x -yl
for every x,y € R™.

THE MORAL: The distance function is a Lipschitz continuous function with
the Lipschitz constant one. In particular, the distance function does not increase

distances between points.

Proof. Let x,y € R". By the triangle inequality |x —z| < |x — y| + |y — 2| for every
z€ A. For every ¢ > 0 there exists z' € A such that |y — 2’| <dist(y,A) + . Thus

dist(x,A) < |x —2'| < |x — y| + dist(y,A) +¢,

which implies
dist(x,A) —dist(y,A) < |x—y|+e.

By switching the roles of x and y, we obtain
|dist(x,A) —dist(y,A)| < |x—y|+e€.

This holds for every € > 0, so that

|dist(x,A) —dist(y,A)| < |x—yl. 0

Lemma 1.28. Let A < R” be an open set with A # @ and let
Aj={reA:dist(x,04)> 1}, i=12,....
Then the sets A; are open, A; cA;41,i1=1,2,...,and A=U2, A;.

THE MORAL: Any open set can be exhausted by an increasing sequence of
distance sets.

Proof. Recall that a function is continuous if and only if the preimage of every
open set is open. By Lemma 1.27 the function f : R” — R, f(x) = dist(x,04A) is
continuous and thus

{xreA:dist(x,04)> 1} = 71 ((3,00))

is an open set. It is immediate that A; c A;1,i=1,2,....

Since A; < A for every i =1,2,..., we have U2, A; < A. On the other hand,
since A is open, for every x € A there exists € > 0 such that B(x,e) c A. This
implies dist(x,0A) = . Thus we may choose i large enough so that x € A;. This
shows that A c UleAi' O
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Remarks 1.29:
(1) Let A cR” be an open set with 0A # @ and let

A;={xeA:dist(x,04)=> 3}, i=12,...

Then the sets A; are closed, A; cA;,1,i=1,2,...,and A = U‘i’ZlAi.
(2) Let AcR", A # @, be a closed set with and let

Aj={xeR":dist(x,A)< 1}, i=12,....

Then the sets A; are open, A;;1cA;,i=1,2,...,and A = ﬂ‘i’zlAi. Thus
any closed set can be represented as an intersection of a decreasing se-
quence of open sets. The corresponding claim with closed sets is obtained

by considering
Aj={xeR" : dist(x,A) < %}, i=1,2,....

Lemma 1.30. If A cR” is an open set with 0A # @, then dist(K,0A) > 0 for every
compact subset K of A.

Proof. Since x — dist(x,0A) is a continuous function, it attains its minimum on
any compact set. Thus there exists z € K such that dist(z,0A) = dist(K,0A). Since
A is open and z € A, there exists € > 0 such that B(z,¢) c A. This implies

dist(K,0A) = dist(z,0A) =€ > 0. O

WARNING : The corresponding claim does not hold if K = A only assumed to
be closed. For example, A = {(x,y) € R% : y > 0} is open, K = {(x,y) € R? : y = ¢%} is
closed and K < A. However, dist(K,A)=0.

Remark 1.31. In addition, the distance function has the following properties

(exercise):

(1) x €A if and only if dist(x,A) = 0,

(2) @ # A c B implies dist(x,A) = dist(x,B),

(3) dist(x,A) = dist(x,A) for every x € R” and

(4) A =B if and only if dist(x, A) = dist(x, B) for every x € R".

Remark 1.32. The distance function can be used to construct a cutoff function,
which is useful in localization arguments and partitions of unity. Assume that
G cR" is open and F' c G closed. Then there exist a continuous function f : R” — R
such that

(1) 0< f(x)<1 for every x e R",
(2) f(x)=1for every x € F and
3) f(x)=0 for every x e R* \ G.
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Reason. The claim is trivial if F or R* \ G is empty. Thus we may assume that

both sets are nonempty. Define

dist(x,R* \ G)

F)= e RN G) T At )’

This function has the desired properties. The claim (1) is clear. To prove (2), let
x € F. Then dist(x,F) = 0. On the other hand, since x € F <« G and G is open,
there exits r > 0 such that B(x,r) c G. This implies dist(x,R” \ G) = r > 0 and thus
f(x) =1. The claim (3) is clear. n

1.5 Characterizations of measurable sefts

In this section we assume that X = R" even though most of the results hold true
in a more general context. We discuss a useful method to construct o-algebras,
see Definition 1.8. A g-algebra generated by a collection of sets & is the smallest
o-algebra containing &. Next we show that this definition well-stated.

Lemma 1.33. Let & be a collection of subsets of X. There exists a unique smallest
o-algebra of containing &, that is, < is a g-algebra, & c o/, and if 28 is any other
o-algebra with & < 9, then «f < 2.

Proof: Let # be the collection of all o-algebras 28 that contain & and consider

o= () B={AcX:if Bis a g-algebra with & c %, then A € %}
BeS
The collection «f is a g-algebra, since the intersection of o-algebras is a o-algebra.
It is easy to verify that < has the required properties (exercise). O

Example 1.34. Let A c X. Then the smallest g-algebra containing A is {¢,X,A, X\
A}.

Definition 1.35. The collection 2 of Borel sets is the smallest o-algebra contain-

ing all open subsets of R".

Remarks 1.36:
(1) Since any o-algebra is closed with respect to complements, the collection
2 of Borel sets can be also defined as the smallest o-algebra containing,
for example, the closed subsets of R”. In fact 98 is generated by open and
closed intervals, because every open set is a countable union of open (or
closed) intervals by the Lindel6f theorem.

(2) Note that the collection of Borel sets does not only contain open and closed
sets, but it also contains, for example, the Gs-sets which are countable
intersections of open sets and the F;-sets which are countable unions of

closed sets. Note that every closed set is Gs and every open set is F;. On
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3

the other hand, the half-open interval [0, 1) is not open nor closed, but both
Gs and F, since it can be expressed as both a countable union of closed

sets and a countable intersection of open sets

0.0={J[0,1-4] = (-L.1).
i=1 i=1
We can apply the operations o and 6 repeatedly and obtain the classes
GcGscGsy<Gsp5... and FcFy,cF,scFys0...,

where G denotes the collection of open sets, F' the collection of closed
sets, o the operation of countable unions and § the operation of countable
intersections. Note that G = G4, G5 =Gy,... and F = Fg, Fs5 = Fs,.... By
Remark 1.29 every open set can be represented as a union of countably
many closed sets and every closed set can be represented as an intersection
of countably many open sets. This implies that G c F; and F c G. It also
holds that G5 c Fs5, Gsg < Fys6,... and Fy € Gy, Fos € Gsos,. ... It turns
out that these are all different classes of sets and that there are Borel sets

that do not belong to any of them, see [3, Chapter 8].

One way to show that Borel sets have a certain property is to construct a o-
algebra containing open (or closed) sets, or open (or closed) intervals, that
satisfies the required property. Since Borel sets is the smallest o-algebra

with this property, every Borel set satisfies the required property.

Next we discuss locally finite Borel regular outer measures.

Definition 1.37. Let u* be an outer measure on R”.

(1)
(2)

3

u* is called a Borel outer measure, if all Borel sets are p*-measurable.

A Borel outer measure u* is called Borel regular, if for every set A c R”
there exists a Borel set B such that A < B and p*(A) = u*(B).

©* is a Radon outer measure, if u* is Borel regular and p*(K) < oo for
every compact set K cR”.

THE MORAL: We shall see that the Lebesgue outer measure is a Radon
outer measure. Radon outer measures have many good approximation properties

similar to the Lebesgue measure. There is also a natural way to construct Radon

outer measures by the Riesz representation theorem, but this will be discussed in

the real analysis course.

Remarks 1.38:

o))

In particular, all open and closed sets are measurable for a Borel outer

measure. Thus the collection of measurable sets is relatively large.
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(2) In general, an outer measure p* is called regular, if for every set A c X
there exists a y*-measurable set B such that A ¢ B and p*(A) = u*(B).
Roughly speaking, regularity enables us to pass some properties of Borel
sets to measurable sets. Many natural constructions of outer measures give
regular measures, see Remark 1.20. On the other hand, the outer measure
discussed in Example 1.3 and Example 1.7 is not regular (exercise).

(3) The local finiteness condition u*(K) < oo for every compact set K c R” is
equivalent with the condition pu*(B(x,r)) < oo for every x € R” and r > 0. In

particular, this implies that u* is o-finite, see Definition 1.18.

Examples 1.39:
(1) The Dirac outer measure is a Radon outer measure (exercise).
(2) The counting measure is Borel regular on any metric space X, but it is a
Radon outer measure only if every compact subset of X is finite (exercise).

Lemma 1.40. The Lebesgue outer measure m”* is Borel regular.

Proof. We may assume that m*(A) < oo, for otherwise we may take B = R" with
m*(R") = oo, see Remark 1.68 (4). For every i = 1,2,... there exist intervals I; ;,
Jj=1,2,..., such that A CU;.;IIL',J' and

o0

m*(A) < ZVOI(IL'7J')< m*(A)+ %

J=1

Denote B; = U?‘;llw-, 1=1,2,.... The set B;, i =1,2,..., is a Borel set as a
countable union of closed intervals. This implies that B = ﬂ;’ilB ; 1s a Borel set.
Moreover, since A < B;, we have A c B c B; for every i = 1,2,.... By monotonicity
and the definition of the Lebesgue outer measure, we obtain
0 o
U Ii,j) <Y volZ; ) <m*(A)+ 3.
i=1 j=1

m*A)sm* B)sm*B;)=m* (
iz

By letting i — oo, we conclude m*(A) = m*(B). Later we show that all Borel sets

are Lebesgue measurable, see Lemma 1.55 and Lemma 1.67. a

The next result asserts that the Lebesgue outer measure is locally finite.

Lemma 1.41. The Lebesgue outer measure satisfies m*(K) < oo for every compact
set K cR™.

Proof. Since K c R" is compact it is closed and bounded. Thus there exists an
interval I =[a1,b1]1 % - x[an,b,], a;,b; €R, i =1,2,...,n, such that K c I. By the
definition of the Lebesgue outer measure, we have

m*(K)<volI)=(b1—a1)--- (b, —ay,) <oco. O



CHAPTER 1. MEASURE THEORY 25

Remark 1.42. The Hausdorff measures, defined in Example 1.4 (6), are not nec-
essarily locally finite. For example, the one-dimensional Hausdorff measure #!
is a Borel regular outer measure but not a Radon outer measure on R?, because
Jﬁl(l?(T,D) = oo and the closed unit ball B(T,l) ={xeR%®:|x|<1}is a compact
subset of R2. We shall show later that all Borel sets are measurable with respect

to the Hausdorff outer measure, see Remark 1.54.

We discuss an approximation result for a measurable set with respect to a
Radon outer measure. In Lemma 1.43 we assume that u*(R") < oo, but Theorem
1.48 shows that the result holds also when p*(R") = co.

Lemma 1.43. Let yu* be a Radon outer measure on R"” with pu*(R") < co and
assume that A cR” is a y*-measurable set. Then, for every ¢ > 0, there exists a

closed set F' and an open set G such that
FcAcG, p'(A\F)<e and p"(G\A)<e.

THE MORAL: Ameasurable set with respect to a Radon outer measure can
be approximated by closed sets from inside and open sets from outside up to a set

of arbitrarily small measure.

Figure 1.7: Approximation of a measurable set.

Proof. Step 1: Let

F ={A cR": A is u*-measurable, for every ¢ > 0 there exists a closed F < A

such that " (A\F) < ¢ and an open G > A such that " (G\ A) < ¢}
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be the collection of measurable sets that has the required approximation property.

STRATEGY: Weshow that & is a g-algebra that contains all closed sets. Since
the collection of Borel sets is the smallest o-algebra with this property, every Borel
set belongs to &. This implies that every Borel set has the desided approximation

property. Borel regularity takes care of the rest.

It is clear that @ € & and that A € & impliesR"\A e F. Let A; e #,i=1,2,....
We show that M2, A; € &. By de Morgan’s law this implies that U2, A; € #. Let
£>0. Since A; € Z there exist a closed set F; and an open set G; such that

FiCAl‘CGi, /fk(Ai\Fi)<L and /J*(GL'\AE')<L

9i+1 9i+1

for every i = 1,2,... It follows that

00 00
/J* (ﬂAi\ ﬂFL) <,u*
i=1 i=1 i

(A;\F; )) (monotonicity)

LC8

8

<) u*(A;\F;) (subadditivity)

~
]
i

1
<e) gar <€
i=1

Since (72, F; is a closed set, it will do as an approximation from inside. On the
other hand, since y*(R") < oo, Theorem 1.22 (2) implies that

k o0 [eS) [eS)
lim p* (ﬂGi\ ﬂAi) =u (ﬂGi\ﬂAi) <e.
k—o0 i=1 i=1 i=1 i=1

The last inequality is proved as above. Consequently, there exists an index %2 such
that

k 0o
m (ﬂG,-\ ﬂAi) <e.
=1 =1

As an intersection of finitely many open sets, ﬂle G; is an open set, and it will do
as an approximation from outside. This shows that & is a o-algebra.

Next we show that & contains closed sets. Assume that A cR” is a closed set
and let € > 0. Then u*(A\A)=0<¢, so that A itself will do as an approximation
from inside in the definition of &. To obtain an approximation from outside, we
represent A as an intersection of countably many open sets by using the distance
function as in Lemma 1.28, see also Remark 1.29. Since A is closed we have

o0
A=[NA;, where A;={xeR":dist(x,A)<1}, i=12,..
i=1

The sets A;, i =1,2,..., are open, because x — dist(x,A) is continuous, see Lemma
1.27. Since p*(R")<ooand A1 > Ag >..., Theorem 1.22 implies

(e 9)
lim u*(A;\A)=p* (ﬂAi \A) =u" (@) =0,
i=1

1—00
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and there exists an index i such that u*(A; \ A) <e. This A; will do as an
approximation from outside in the definition of &.

Thus & is g-algebra containing closed sets and consequently also Borel sets.
This follows from the fact that the collection of Borel sets is the smallest o-algebra
with this property. This proves the claim in Lemma 1.43 for Borel sets.

Step 2: Then assume that A c R” is a general p*-measurable set. By Borel
regularity there exists a Borel set B; > A with u*(B1) = u*(A) and a Borel set By
with R"\ A c R*\ Bz and u*(R"* \ Bg) = u*(R* \ A). By Step 1 of the proof there
exist a closed set F' and an open set G such that

FcBycAcBicG, p*(G\B1)<e and p*(B2\F)<e.
It follows that

p(G\NA)< " (G\Byp)+u*(B1\A) (subadditivity, even = holds)
<e+p" (B —-p*(A) (W (B1\A)=p"(B1)-p*(A), u*(A) <o)
=¢ (WB)-u"A)=0)

and

W (A\NF)<p*(A\Bg)+u* (B2 \F)
<u* (R \B)\®R"\A)| +¢
=u* (R*"\B2)—pu*(R"\A)+¢e (R"\ A measurable, u*(R"\ A) < c0)
=e. (WR"\Bg)-p*(R"\A)=0, u*(R") < o0) O

Definition 1.44. Let y* be an outer measure on R” and E an arbitrary subset of
R™. Then the restriction of u* to E is defined to be

(U EYA)=p*"(ANE)
for every A cR".

THE MORAL: The restriction is a useful tool to make an outer measure finite

by considering a restriction to a set with finite measure.

Remarks 1.45:
(1) p*|E is an outer measure (exercise).
(2) Any p*-measurable set is also u* |E-measurable (exercise). This holds for
every set E c R". In particular, the set E does not have to be u*-measurable.

Note that not all u* | E-measurable sets need not be u*-measurable.

(3) It is useful to consider restrictions of the Hausdorff measures, defined
in Example 1.4, to sets with a lower Hausdorff dimension than n. Con-
sider, for example, the one-dimensional Hausdorff measure .#! on R2. By
Remark 1.42 we have #1(R?) = oo, but (#|8B(0, 1))([R?) < co.
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Lemma 1.46. Let yu* be a Borel regular outer measure on R”. Assume that

E cR" is y*-measurable and pu*(E) <oco. Then y* |E is a Radon outer measure.
Remarks 1.47:
(1) The assumption u*(E) < co cannot be removed, see Remark 1.42.

(2) If E is a Borel set, then p* |E is Borel regular even if y*(E) = co (exercise).

Proof. Let v=p*|E. Since every u*-measurable set is v-measurable, v is a Borel

outer measure. If K < R"” is compact, then

WK) = (KNE) < 1" (E) < co.

CLAIM: vis Borel regular.

Since p* is Borel regular, there exists a Borel set B; such that E c By and
©*(By)=pu*(E). Then

w (B =u"BiNE)+u"(B1\E) (E is u*-measurable)
- *(E)+ 1" (B1\E) (EcB))

Since u*(E) < oo, we have u*(B1\E)=u*(B1)— u*(E)=0.

Let A c R". Since u* is Borel regular, there exists a Borel set By such that
BinAcBgyand u*(Bg)=pu*(B1nA). Then A c Bou(R®\B;)=C and C is a Borel
set as a union of two Borel sets. We have

(L*LEXC)=u*(CNE)<u*(B1nC) (EcBy)
=u*(B1nBy) (BinC=B1n(ByU(R"\B1))=B1NBy)
sp*(Bg)=p"(B1nA)
=u (B1nA)NE)+u*(B1nA)\E) (E is u*-measurable)
<y (EnA)+pu*(B1\E) (monotonicity)
=(u"E)A). (u"(B1\E)=0)

On the other hand, since A ¢ C we have (u* |[E)(A) < (u*|E)(C). Consequently
(u* LEYA)=(u*|EXC) and u* |E is Borel regular. O

Next we discuss the first characterization of measurable sets with respect to a

Radon outer measure.

Theorem 1.48. Let u* be a Radon outer measure on R®. Then the following

conditions are equivalent.

(1) AcR"is u*-measurable.

(2) For every € > 0 there exists a closed set F' and an open set G such that
FcAcG,u*(A\F)<eand p*(G\A)<e.
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THE MORAL: This is a topological characterization of a measurable set by
squeezing it between closed and open sets. A set is measurable for a Radon outer
measure if and only if it can be approximated by closed sets from inside and
open sets from outside up to a set of arbitrarily small measure. Observe that
the original Carathéodory criterion for measurablity in Definition 1.5 depends
only on the outer measure and there is no reference to open or closed sets. The

assumption that a Radon measure is Borel regular plays an important role here.

Proof. | (1) = (2) |Let v; = u*|B(0,i), with B(0,i)={x e R" : |x| <i},i=1,2,... By

Lemma 1.46, v; is a Radon outer measure and v;(R*) < p (B(O, 1)) < oo for every
i=1,2,... Since A is u*-measurable, A is also v;-measurable.

By Lemma 1.43, there exists an open set G; > A such that
vi(Gi\A)< £

21+17

for every i =1,2,.... Let
(o9}
G=U(GinBO,)
i=1

As a union of open sets, the set G is open and G > A. Moreover, we have

LH(G\A) = ((G (¢:nBO, i))) \A)
i=1

iy (

8

((G \ A)n B0, z)))

1

'[\’18

~
Il
i

((G \ A)n B0, z))

M8

Vvi(Gi\A) < Z 5 <e.

~.
I

Thus G will do as an approximation from outside.
By considering the complements, there exists a closed set F' such that

R'\FoR"\A and p"A\F)=p"(R"\F)\(R"\A))<e.

The set F is closed and will do as an approximation from inside.
(2) = (1) | For every i = 1,2,... there exists a closed set F; c A such that
W'(A\NF;) < % Then F =72, F; is a Borel set (not necessarily closed) and F c A.

Moreover,

O<su*(A\F)=p* (A \ UF,) =u* (ﬂ(A \F,-)) Su*(A\F)< %
i=1 i=1

for every i =1,2,... This implies that u*(A\ F) = 0. Observe that A=FU(A\F),

where F is a Borel set and hence p*-measurable. On the other hand, u*(A\F)=0

so that A\ F is p*-measurable. The set A is y*-measurable as a union of two

measurable sets. a
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Blo,i+1)
Blo,+)

Figure 1.8: Approxination by open sets in measure.

By the previous theorem we can approximate measurable sets for a Radon
outer measure u* by open or closed sets up to a set of arbitrary small but, in
general, nonzero measure. By taking countable intersections of open sets or
countable unions of closed sets, we can approximate measurable sets by Borel sets

up to sets of measure zero.

Corollary 1.49. Let u* be a Radon outer measure on R”. Then the following
claims are equivalent for a set A c R”.

(1) A is u*-measurable.
(2) There exists a G5 set G such that A <G and y*(G\A)=0.
(3) There exists an F,; set F' such that F c A and u*(A\F)=0.

THE MORAL: An arbitrary measurable set with respect to a Radon measure

differs from a Borel set only by a set of measure zero.

Proof. | (1) < (2) | By Theorem 1.48, for every i = 1,2,..., there exists an open

set G; o A such that u*(G; \ A) < % Then G =52, G; is a G set such that A < G.
Since G\ A cG;\ A for every i =1,2,..., we have

0<p" (G\A)<p*(Gi\A) <}

for every i =1,2,.... This implies that u*(G\ A) =0.
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Then assume that A c R” is a set such that there exists a G5 set G such that
AcG and p*(G\A)=0. The set G\ A is yu*-measurable as a set of measure zero
and thus A =G\ (G \ A) is u*-measurable as a union of two p*-measurable sets.

(1) < (3) | By Theorem 1.48, for every i = 1,2,..., there exists a closed set
F; c A such that p*(A\F;) < % Then F = U2, F; is an F,-set and F < A. The
claim follows as in the proof of the implication (2) = (1) in Theorem 1.48.

Then assume that A ¢ R” is a set such that there exists an F, set F such
that F c A and p*(A\F)=0. Observe that The set A\ F is y*-measurable as a
set of measure zero and thus A = FU(A\F) is u*-measurable as a union of two

©*-measurable sets. O

Remarks 1.50:

(1) It follows from the proof of Corollary 1.49 that a set A c R” is u*-measurable
if and only if for every € > 0 there exists an open set G such that G o A
and u*(G\A)<e.

(2) Alternatively a set A ¢ R" is u*-measurable, if for every € > 0 there exists
a closed set F with F > A and u*(A\F)<e.

(3) The claim that A < R” if and only if there exists a Borel set B such that
A c B and p*(B\ A) =0 follows directly from Borel regularity. Assume
that u*(A) < oco. Since u* is Borel regular, for every A c R", there exists
a Borel set B such that A c B and u*(B) = u*(A). If A is u*-measurable,
then u*(B) = u*(B\ A)+ u*(A) and we may conclude that u*(B\ A) = 0.
The other implication follows as above.

THE MORAL: Measurability of a set can be characterized separately by
approximations be open sets form outside or closed sets from inside, compare with
Theorem 1.48.

Corollary 1.51. Let pu* be a Radon outer measure on R”.

(1) (Outer measure) For every set A cR”,
p*(A) =inf{u*(G): A =G, G open}.
(2) (Inner measure) For every u*-measurable set A c R",
p*(A)=sup{p*(K):K c A, K compact}.

THE MORAL: The inner and outer measures coincide for a measurable
set with respect to a Radon measure on R”. In this case, the measure can be

determined by compact sets from inside or open sets from outside.

Proof. If u*(A) = oo, the claim is clear. Hence we may assume that u*(A) < co.
Step 1: Assume that A is a Borel set and let € > 0. Since p* is a Borel outer

measure, the set A is y*-measurable. By Theorem 1.48, there exists an open set
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G o> A such that u*(G\ A) < e. Moreover, we have

L (@G)=p (GNnA)+u* (G\NA) (A is u"-measurable)
=W A+ (GNA) <t (A)+e. (AcG)

This implies the claim.
Step 2: Assume then that A c R" is an arbitrary set. Since u* is Borel regular,
there exists a Borel set B> A with yu*(B) = u*(A). It follows that

p*(A)=p*(B)=inf{u*(G):B <G, G open} (Step 1)
>inf{u*(@):AcG, G open}. (AcB)

On the other hand, by monotonicity, we have
p*(A)<inf{u*(G): A =G, G open}

and, consequently, the equality holds.

m Assume first that 4*(A) < oo and let € > 0. By Theorem 1.48, there exists a
closed set F c A such that u*(A\F) <e. Since F is yu*-measurable and p*(A) < oo,
we have

A - (F)=pu"(A\F)<e¢

and thus p*(F) > u*(A) — €. This implies that
p*(A)=sup{u*(F):F c A, F closed}

Then we consider the case p*(A)=co. Let B; ={xeR":i-1< x| <i},i =1,2,....
Then A = U‘i’zl(A NB;) and Theorem 1.12 implies that

Y W(ANB)=p*(A)=00
i=1

because the sets AnB;, i =1,2,..., are pairwise disjoint and p*-measurable. Since
u* is a Radon outer measure, u*(A N B;) < u*(B;) < co. By the beginning of the
proof, there exists a closed set F; « A N B; such that

W (Fi)>p"(AnB;)- 2%

for every i =1,2,... Clearly U‘i’ilFi cA and

k 00
lim p* (UFZ) =u* (UFL) (Theorem 1.22)
i=1 i=1

k—o0

w*(F;) (F; disjoint (F; « AnB;), Theorem 1.12)

I
18

I

> (,u*(A nB;)- 2i) = 0.

-
Il
—
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The set F = UleFi is closed as a union of finitely many closed sets and hence
pw*(A)=sup{u*(F):F c A, F closed} = co.

Finally we pass over to compact sets. Assume that F is closed. Then the sets

FnB(0,i),i=1,2,..., are closed and bounded and hence compact. By Theorem
1.22,
OO — —
uwrF)=u" (U(F mB(O,i))) = lim pu*(F nB(0,1))
i=1 i—o0

and consequently

sup{u*(K):K c A, K compact} =sup{u*(F):F c A, F closed}. 0O

Remarks 1.52:
(1) Let u* be a Radon outer measure on R”. A set A c R" is yu*-measurable if
and only if
p*(A)=sup{p*(K):K c A, K compact}.

A p*-measurable set A has the property above by Corollary 1.51 (2). To
prove the other implication, assume that the property above holds for
A cR™ with u*(A) < co. Then for every i = 1,2, ..., there exists a compact
set K; c A such that p*(K;) > u*(A) - % Since K; is p*-measurable, by
Remark 1.6 (3) we have u(A\K;) = u*(A)— u*(K;) < %, 1=1,2,.... Then
K= U‘i’ilKi is an %,-set and K < A. Moreover,

[e9] (e 9)

0<u*(A\K)=p* (A \ UK,-) =u* (ﬂ(A \Kl-)) <P A\K)<}
i=1 i=1

for every i = 1,2,... This implies that u*(A\K) = 0. Observe that A =

KU(A\K), where K is a Borel set and hence p*-measurable. On the

other hand, u*(A\K) =0 so that A\ K is u*-measurable. The set A is

1*-measurable as a union of two measurable sets.

(2) Let u* be a Radon outer measure on R”. There is a delicate issue related to
the approximation by open sets. Let A ¢ R* with u*(A) < oco. By Corollary
1.51 (1), for every € > 0, there exists an open set G such that A < G and
1*(G) < u*(A) + €. This holds for an arbitrary set A. Since G = AU(G\ A)
if A ¢ G, by subadditivity, we have u*(G) < u*(A) + u*(G\ A). In this case
we cannot conclude from p*(G) < u*(A)+ ¢ that u*(G \ A) < e. However, if
A is py*-measurable, then p*(G) = p*(A)+ u*(G\A) and u*(G) < u*(A)+¢
implies that p*(G\ A) <e.

1.6 Meftric outer measures

Next we give a useful method to show that Borel sets are measurable.
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Theorem 1.53. Let u* be an outer measure on R”. If u* is a metric outer measure,
that is,
u*(AuB)=pu*(A)+u*(B)

for every A,B c R" with dist(A,B) > 0, then y* is a Borel outer measure.

THE MORAL: If an outer measure is additive on separated sets, then all
Borel sets are measurable. This is a practical way to show that Borel sets are
measurable. This means that very useful properties of an outer measure on
measurable sets are available for a large class of sets.s

Proof. We shall show that every closed set F c R" is u*-measurable. By Remark
1.6 (1), it is enough to show that

p*E)= p (EnF)+p*(E\F)

for every E c R”. By Remark 1.6 (1) we may assume that y*(E) < co. The set
G =R™"\F is open. We separate the set A = E\ F from F by considering the sets

Aj={xeA:disttc, )= 1}, i=12,...,

Then dist(A;,F) = % for everyi=1,2,...,A;jcA;;1fori=1,2,... and A = U‘L.’ZIA,-,
see Lemma 1.28 and Remark 1.29.

Figure 1.9: Exhaustion by distance sets.

Claim: lim p*(A;) = u*(A).
1—00



CHAPTER 1. MEASURE THEORY 35

Reason. AjcAj;1and A;cA,i=1,2,...,imply
lim p*(A;) < u*(A).
1—00
Then we prove the reverse inequality. Let
Bi=Aijs1\A;={reA: 5 <distx,F) <3}, i=12,...

Since A;cA;yfori=1,2,...,wehave A =2, A; =AiUU§°;iBj and by countable

1=

subadditivity
prA) <Pt A+ ) ur(B)).

=i

It follows that ©

©*(A) < lim p*(A;)+ lim Zp*(Bj),
i—00 Ut o
where
o0 (o)

lim ) u*(B;)=0, provided )  u*(B;)<oo.

1700 o j=1

Figure 1.10: Exhaustion by separated distance sets.

By the construction dist(B;,B;) > 0 whenever [ = j +2. By the assumption we

have
k

k
> 1 (Bg))=p" (U sz') <p*(E)<oo
j=1 j=1
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and

k
p*(Bgji1) = p* (U32j+1) < puH(E)<oo.

k
= j=0

Jj=0

These together imply

Thus

0 k k
Z /,t*(B]) = klim (Z [J*(sz)+ Z M*(sz+1)) < 2[.1,*(E) < o0.
j=1 o=l j=0

©*(A) < lim u*(A;)
1—00

and consequently

Finally

lim p*(A;) = u*(A).
1—00

]
PHENF) +p*ENF) = " (EnF)+p*(4) (A=E\F)
= lim (p*(E NF)+ ,u*(Ai)) (above)
= lim ,u*((E mF)uAi) (dist(A;,F) > 0)
<p*(E). (A;cE) O

Remarks 1.54:

(1)

(2)

3

The converse holds as well, so that the previous theorem gives a characteri-
zation for a Borel outer measure, see [2, Theorem 3.7]. Observe, that there
may be also other measurable sets than Borel sets, because an arbitrary
measurable set for a Radon measure can be represented as a union of Borel
set and a set of measure zero, see Corollary 1.49.

The Carathéodory construction in Example 1.4 (8) always gives a metric
outer measure. In particular, all Borel sets are measurable. Moreover, if
the members of covering family in the construction are Borel sets, then
the measure is Borel regular (exercise). Thus many natural constructions
give a Borel regular outer measure.

The Hausdorff measure, defined in Example 1.4 (6), is a metric outer
measures (exercise). Thus all Borel sets are measurable with respect to a
Hausdorff measure. See also [2, Section 3.8], [4, Chapter 2], [7, Chapter
19], [10, Chapter 7] and [16, Chapter 7].

Lemma 1.55. The Lebesgue outer measure m* is a metric outer measure.

THE MORAL: Theorem 1.53 implies that the Lebesgue outer measure m* is a

Borel outer measure. Thus all Borel sets are m*-measurable, in particular closed

and open sets, are Lebesgue measurable. By Lemma 1.40 and Lemmal.41 we can

conclude that m* is a Radon outer measure, see Definition 1.37.
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Proof. Let A,B c R* with dist(A,B) > 0. Subadditivity implies that m*(AuB) <
m*(A)+m*(B). Hence it is enough to prove the reverse inequality. We may assume
that m* (A UB) < co. For every ¢ > 0 there exist intervals I;,i=1,2,..., such that
AuBclUR,I; and

(o)

> vol(I;) < m*(AUB) +e.
i=1

By subdividing each I; into smaller intervals, we may assume that diam(Z;) <
dist(A,B) for every i =1,2,.... This can be done, for example, by diving recursively
every side of an interval into two equally long parts as long as diameters of all
intervals are less than dist(A,B). Note that the sum of volumes of the intervals
remains unchanged in the subdivision. Every such interval I; intersects at most
one of the sets A and B.

THE MORAL: We can assume that the diameter of the intervals in the
definition of the Lebesgue measure is as small as we want.

We consider two subfamilies I; and I, i = 1,2,..., where the intervals I,
i=1,2,..., have nonempty intersections with A and the intervals I;,i=1,2,...,
have nonempty intersections with B. Note that there may be intervals that do not
intersect A U B, but this is not a problem. Thus

o0 o0 o0
m*(A)+m*B)< ) vollI})+ Y volI!)< ) volI;) <m*(AUB)+e.
i-1 i=1 i=1

By letting € — 0, we obtain m*(A UB)=m*(A)+m*(B).

1.7 Lebesgue measure revisited

We have already discussed the definition of the Lebesgue outer measure in Ex-
ample 1.4 (5). Recall that the Lebesgue outer measure of an arbitrary set A c R"

is
m*(A):inf{Zvol(Ii):A c Uli},
i=1 i=1

where the infimum is taken over all coverings of A by countably many closed
intervals I;,i=1,2,.... We discuss examples and properties that are characteristic
for the Lebesgue outer measure. One of the goals is to show that measure theory

for the Lebesgue outer measure can be developed directly from the definition.

Remarks 1.56:

(1) We cannot upgrade countable subadditivity of the Lebesgue outer measure
to uncountable subadditivity. For example, R” is an uncountable union of
points, each of which has Lebesgue outer measure zero, but R” has infinite
Lebesgue outer measure.
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Figure 1.11: Lebesgue measure is a metric measure.

(2) If we consider coverings with finitely many intervals, we obtain the Jordan
outer measure defined as
k k
m*7(A)=inf{ ¥ vol(I)):Ac | JI;, k=1,2,... ¢,
= i

i=1 =1

where A c R” is a bounded set. The Jordan outer measure will not be
an outer measure, it is only finitely subadditive instead of countably

subadditive. It has the property J*(A) = J*(A) for every bounded A c R".

We can define the corresponding Jordan inner measure by

k
i=

k
m*,J(A)zsup{ vold;):A> | JI;, k= 1,2,...}

1 i=1

and say that a bounded set A < R" is Jordan measurable if the inner and
outer Jordan measures coincide. It can be shown that a bounded set A < R"
is Jordan measurable if and only if the Jordan outer measure of A is zero.
For example,

m*7(@n[0,1)=1 and m,(Qn[0,1])=0,

while m*(Q n[0,1])) =0, since QN [0,1] is a countable set. In particular,
®@n[0,1] is Lebesgue measurable but not Jordan measurable. This example
also shows that the Jordan outer measure is not countably additive. See

[11] for more on the Jordan outer measure.
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Remark 1.57. The closed intervals in the definition of the Lebesgue outer measure

can be replaced by open intervals.

Reason. Assume that m*(A) <oo. Let € >0. Let I;,i=1,2,..., be closed intervals
such that A c U‘L.’il I; and

;vol(li)<m*(A)+§.

Let J; be an open interval containing I; with

vol(J;) < volI)) + 55

for i = 1,2,.... Here J; is the closure of J;, that is, the corresponding closed
interval. Then AcU2, I; U‘i’zlji and
0 _ ) e}
m*(A)< Y vol@)< Y (vol(Ii)+ 21) <Y voltI;)+£
i=1 i=1 i=1

<m*(A)+5+E=m"(A)+e.

Then we discuss the case m*(A) = co. Let J;, i =1,2,..., be open intervals
such that A c U‘i’il J;. Since m*(A) = oo, we have Y72, vol(l;) = oo for every
countable collection closed intervals I;, i =1,2,..., such that A c U‘i’zll i. Since
AcUR, J; cUR, J;, this implies that ¥, vol(J;) = ¥, vol(J;) = co. .

The closed intervals in the definition of the Lebesgue outer measure can also
be replaced by cubes. Cubes are intervals whose side lengths are equal, that is

bi—a1=---=b, —a,. Even balls will do, but this is more subtle (exercise).

We begin with some facts on the volumes of intervals, which may look obvious
but are somewhat tedious to prove. We say that closed intervals I;, i =1,2,..., are
almost disjoint if their interiors are pairwise disjoint. Interior of a closed interval
is the corresponding open interval. Thus almost disjoint intervals may touch at
most on their boundaries.

Lemma 1.58. Let I be an interval and assume that I = Ulel i, where I;, i =

1,2,...,k, are almost disjoint intervals. Then
k
vol(l) = Z vol(Z;).
i=1
THE MORAL: The volume of a closed interval is preserved in finite partitions

into almost disjoint intervals.

Proof. By extending the sides of intervals I5,...,I; to hyperplanes, we may de-

compose I into a collection of almost disjoint intervals /;, j =1,...,[, such that

1
IZUJ]' and I;= UJ‘, i=1,...,k.
J=1 Jegi
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Figure 1.12: The grid formed by the intervals I;.

Here #;,i=1,...,k, consists of those indices j = 1,...,/ for which J; c I;. Since
the obtained grid partitions the sides of I and every «J; consists of products of the

intervals in these partitions, we have

[
vol(l) = Z vol(J;).
j=1

Since this also holds for the intervals I1,...,I;, we obtain

l k k
vol()= Y vol(J) =Y ¥ vol(J;) = Y vol(I,).
Jj=1 i=lie g i=1 O

Next we discuss a subadditivity result for the volume of coverings of an interval
with finitely many possibly overlapping intervals.

Lemma 1.59. Let I be an interval and assume that I c U?:ll i, Where I;, i =

1,2,...,k, are intervals. Then

k
vol(I) < Z vol(I;).
i=1
Proof. Since the intervals I;,i=1,...,k, cover I, there exist almost disjoint inter-
vals J;, j=1,...,], such that I = Uﬁ.:le and

[ k
vol(J;) < ZVOI(I,-).
=1 i=1

J
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To obtain the intervals J;, we replace I; by the interval I nI; and then decompose
these possibly overlapping intervals into an almost disjoint collection of subinter-
vals with the same union. By discarding overlaps the sum of the volumes can only

decrease. By Lemma 1.58, we have

l k
vol(D) = Y vol(J;) < 3 vol(I;).
j=1 i=1 O

Next we show that the Lebesgue outer measure of a closed interval is equal to

its volume. Note that this is not obvious from the definition.
Lemma 1.60. Let I cR” be a closed interval. Then m™*(I) = vol(Z).

THE MORAL: The definition of the Lebesgue outer measure is consistent for

closed intervals.

Proof. 1t is clear that m*(I) < vol(I), since the interval I itself is an admissible
covering the definition of the Lebesgue outer measure. Hence it remains to prove
that vol(I) < m*(I). For every ¢ > 0 there exist intervals I;, i =1,2,..., such that
IcU2,I; and

o0

Y voll;) <m*(I)+e.

=1
For every i =1,2,... there exists an open interval ¢J; such that I; cJJ; and

vol(J;) < vol(I;) + .

Here J; is the closure of J;, that is, the corresponding closed interval. It follows
that

o) _ =) 0 =) =)
Y vol(J;)< Y (VOI(Ii)+ %) =) voltj))+ ) z = Y vol(I;) +e.
i=1 i=1 i=1 i=1 i=1

The collection of intervals J;, i =1,2,..., is an open covering of the compact set 1
and thus there exists a finite subcovering J;, i =1,2,...,k. Then J;, i =1,2,...,k,

are closed intervals that cover I and Lemma 1.59 implies

k _ [e) _ [e)
vol(l) < Zvol(Ji) < Zvol(Ji) < Zvol(Ii)+E sm*(I)+2e¢.
] 4 ]

i i=1 i

The claim follows by letting € — 0. a

Remark 1.61. The key point of the previous proof is a countable subadditivity
result for the volume of intervals. Let I < R"” be an interval and let I;,1=1,2,...,
be intervals such that I <72, I;. Then

vol(D) < Y vol(I,).
i=1

Note that this follows from the countable subadditivity of the Lebesgue measure

if we know that Lemma 1.60 is true.
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Remark 1.62. The assertion m*(I) = vol(I) in Lemma 1.60 holds for an open
interval I c R” as well. Since I is covered by its closure I, we have m*(I) < vol(I) =
vol(Z). To prove the reverse inequality, let € > 0 and let J be a closed interval
contained in I with vol(I) < vol(J) + . By monotonicity m*(J) < m*(I) and by
Lemma 1.60 we obtain

vol(I) s vol(J)+e=m™(J)+e<m™(I) +e.
By letting € — 0, we have vol(I) < m™*(I).

By Lemma 1.55 and Theorem 1.53 we know that all Borel sets are Lebesgue
measurable. However, we discuss a direct argument to show that every closed

interval is Lebesgue measurable.

Lemma 1.63. Every closed interval I c R” is Lebesgue measurable.

THE MORAL: Lemma 1.67 below shows that every open set can be decomposed
into countably many almost disjoint closed intervals. This implies that open
sets are are Lebesgue measurable and, consequently, Borel sets are Lebesgue

measurable.

Proof Let I be an interval in R” and E c R". By Remark 1.6 (1), we may assume
that m*(E) < oco. For every € > 0 there exist intervals I}, j =1,2,..., such that
Ec Uj‘; 11 and
[e.]
Y vol(;) < m*(E) +e.
j=1
We decompose every I into finitely many almost disjoint intervals J;,R 1,...,Ri;
such that i
J _
Ij=dJ;u URj,i’ Jij=IjnIcl and Rj; It
i=1

Here IC = R" \ I denotes the complement of 1.

Lemma 1.58 implies
kj
VOl(Ij) = VOl(Jj) + Z VOl(Rj,l')
i=1
and we obtain
[e'e} 00 o0 kj
m*(E)+e> ) vol;)=) vol(Jj)+ Y > vol(R;,).
j=1 j=1 j=1i=1
By relabeling R ; as R we have
o0 o0

m*(E)+e> Z vol(J;) + Z vol(R ).
j=1 j=1
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Figure 1.13: Decomposition of the covering intervals.

Since the intervals J;, j =1,2,..., cover ENI and the intervals R;, j =1,2,...,
cover ENT C, we have

m*END<Y vol(J;)) and m*(EnI®) <) vol(R)).

J=1 J=1

Thus we have
m*(E)+e>m*(EnD+m*ENI).

By letting € — 0, we have
m*E)=2m*EnD+m* EnIY=m*EnD+m*E\I).
This shows that I is Lebesgue measurable, see Definition 1.5. d

Remark 1.64. An open interval I =(a1,b1) x--- % (an,b,) € R"” can be written as
I=U2,I;, where

Ii=lag+3,b1-3xx[an+3,b,-3], i=12,...

17

Since the collection of Lebesgue measurable sets is a o-algebra, this shows that

every open interval is Lebesgue measurable. By Theorem 1.22 and Lemma 1.60
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we have

(0]
m*(I)=m* (U Ii) = lim m™*(I;) = lim vol(I;)
i=1 i—00 i—00
=lim (by—a1=%)-(bn—an—§) =(1-a1)-(bn —an)
=vol(T) =m*().
Thus the Lebesgue measure of a closed interval and the corresponding open

interval coincide. Moreover 81 =1 \ I and since I and I are Lebesgue measurable,
by Remark 1.6 (3) we have

m*@D=m*I\D=m*T)-p*I)=0.

Thus the boundary of an interval is a set of Lebesgue measure zero. This can be
also proved directly for the definition of the Lebesgue measure by covering 01

with appropriate intervals whose volumes sum up to less than £ > 0.

Next we discuss the Lebesgue outer measure of countable unions of inter-
vals. Let I;,i=1,2,..., be pairwise disjoint closed intervals. Since intervals are
Lebesgue measurable, we have

(o] (e o]

m * 1 il = Z m * (I i )
i=1 i=1

Next we discuss the corresponding result for almost disjoint closed intervals.

Lemma 1.65. If I; cR", i =1,2,... are almost disjoint closed intervals, then
(o] [ee]
m* Ii = Z m*(Ii).
i=1 i=1

THE MORAL: Lemma 1.67 below shows that every open can be decomposed
into countably many almost disjoint closed intervals. Thus its Lebesgue outer
measure equals the sum of the volumes of the intervals. Moreover, the sum is
independent of the decomposition. s

Proof. Since the intervals I;, i =1,2,..., cover U, I;, by the definition of the
i=1

Lebesgue outer measure we have
o0 (oo}
m* | JIi | <D voll)).
= i=1

Then we prove the reverse inequality. For every i =1,2,..., let J; be a closed

interval contained in I; with J; NdI; = @ and

vol(I;) < vol(J;) + &.
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For every k =1,2,..., the intervals J1,...,J; are pairwise disjoint compact sets
and thus dist(J;,JJ;) > 0 for i # j. Since the Lebesgue outer measure is a metric
outer measure, see Lemma 1.55, we have

i=1 i=1

k k k
m* (U Ji) = ;m*(Ji) =) vol(J;)
k k
>y (vol(Ii)— 21) > Y vol(I;)—¢
i-1 i=1

Here we also used Lemma 1.60. Since Uf’:l J;c U‘L?Zl I;, by monotonicity we have

i=1 i=1

o) k k
m* Iil=m™||Jdi| =) voll))-¢
for every £ =1,2,.... By letting 2 — oo, we obtain

0o k o)
Zvol(Ii) =klim Zvol(Ii) sm” (U Ii) +e.
i=1 —00;=]1 i

Finally, by letting € — 0, we have

ivol(li)Sm*(Gli).

i=1

Remark 1.66. The proof above is only based on the definition of the Lebesgue
measure and does not apply general results on outer measures. We discuss
another proof, which applies countable additivity on pairwise disjoint measurable

sets. By countable subadditivity, we have

[e.9] (e}
m* U Ii < Z m*(Ii).

i i=1
To prove the reverse inequality, we let J; be interior of ;, that is, the corresponding
open interval. The open intervals ¢J; are pairwise disjoint Lebesgue measurable
sets with J; c I;,i =1,2,.... By countable additivity on pairwise disjoint Lebesgue

measurable sets, we have

018

m*(-ull")zm*( 1Ji)=;m*(°’i)=, LX)

=1

Here we also applied Remark 1.64.

In the one-dimensional case every nonempty open set is a union of countably
many disjoint open intervals, see [10, Theorem 1.3, p. 6]. By Lemma 1.65 the
Lebesgue outer measure of an open set is the sum of volumes of these intervals.
Next we consider this question in the higher dimensional case.
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A half-open dyadic cube is of the form

i1 i+l in intl . .
o5 o )x--~>< o o ), i1,...,in€Z, keZ.

The collection of dyadic cubes 9, k € Z, consists of the dyadic cubes with the side
length 27%. The collection of all dyadic cubes in R” is

2= 2.
kez

Observe that 2;, consist of cubes whose vertices lie on the lattice 27¥Z" and whose
side length is 27%. The dyadic cubes in the kth generation can be defined as
9y, =27%([0,1)" + Z™), k € Z. The cubes in @}, cover the whole R” and are pairwise

disjoint. Dyadic cubes have a very useful nesting property which states that any

Figure 1.14: Dyadic cubes.

two dyadic cubes are either disjoint or one of them is contained in the other.

Lemma 1.67. Every nonempty open set G in R” is a union of countably many

pairwise disjoint dyadic cubes.

THE MORAL: Since dyadic cubes are Lebesgue measurable by Lemma 1.63
every nonempty open set is Lebesgue measurable as a countable union of dyadic
cubes. Moreover, the Lebesgue measure of an open set can be computed as a sum
of the volumes of the related dyadic cubes by Lemma 1.65. Since the collection
of Lebesgue measurable sets is a g-algebra, we conclude that all Borel sets are

Lebesgue measurable.
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7
NN

Figure 1.15: The nesting property of the dyadic cubes.

Proof. Consider dyadic cubes in 27 that are contained in G and denote
2:={Q€21:Q cG}.

Then consider dyadic cubes in 22 that are contained in G and do not intersect

any of the cubes in 2; and denote
D={Q€PD2:Q <G, QndJ = @ for every J € 21}.

Recursively define

k-1
2}, ={Q€@k :QcG,Qnd =g forevery J € UQL}
i=1
for every k =2,3,.... Then & =UJ;2,2; is a countable collection of pairwise

disjoint cubes.
Claim: G = Ugc2 @.

Reason. It is clear from the construction that Ugco @ = G. For the reverse inclu-
sion, let x € G. Let %k be so large that the common diameter of the cubes in &y, is
smaller than r, that is, \/52_]" <r. Since G is open, there exists a ball B(x,r)cG
with r > 0. Since the dyadic 2, cubes cover R”, there exists a dyadic cube @ € 2},
with x € @ and @ < B(x,r) < G. There are two possibilities @ € 2, or @ ¢ 2. If
Q € 2;, then x € Q cUge2 Q. If Q ¢ 24, there exists J € U~ 2; with JnQ # o.
The nesting property of dyadic cubes implies@ cJ andx€Q cJ clUgca®. =
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Figure 1.16: Dyadic partition.

The argument above shows that every nonempty open set is a union of count-

ably many almost disjoint closed cubes

i1 i1+1 in ip+l . .
[2—k, oF ]x---x 2—’,;, "2k ], i1,...,in€2Z, keZ.

In most of the cases we are not interested in the precise value of the Lebesgue
outer measure of a set A < R". Instead, it is enough to know whether m*(A) =0,
0<m*(A) <oo or m*(A) = oo, see Examples 1.4 (5). It follows directly from the
definition of the Lebesgue measure that a set A < R" is of Lebesgue outer measure

zero if and only if for every € > 0 there exist intervals I;, i =1,2,..., such that

ACUIi and ZVO](I,’)<E.
i=1 =1

Observe that we do not need measure theory in order to be able the define sets of

Lebesgue measure zero.

THE MORAL: A setis of Lebesgue measure zero if it can be covered by

intervals such that the sum of the volumes of the intervals is arbitrarily small.

Examples 1.68:
(1) Any one point set is of Lebesgue measure zero, that is, m*({x}) = 0 for every

x=(x1,...,%,) € R". We give two ways to prove the claim.

Lete>0and

Q:

1 1
en en

X1— X1t 5| X X
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(2)

3

4)

(5)

Observe that @ is a cube with center x and all side lengths equal to en.
Then
m*({x}) < vol(Q) =&,

which implies that m*({x}) = 0.

We can cover {x} by the degenerate interval [x1,x1]x --- x [x,,,x,] with
zero volume and conclude the claim from this.

Any countable set A = {x1,x9,...}, x; € R", is of Lebesgue measure zero. We
give two ways to prove the claim.

Lete>0and @;,i=1,2,..., be a closed n-dimensional cube with center

x; and side length (%)%. Then

() ()
m*(A)< Y vol@Q)< ) &£ =¢,
i=1 i=1
which implies that m*(A) =0.

By subadditivity

o0

m*(A)=m* ( {xi}) <) m*({x;})=0.
1 i=1

i=
Let A = {x = (x1,%2) € R? : x9 = 0} c R2. Then the 2-dimensional Lebesgue

measure of A is zero.

Reason. Let A; ={x = (x1,x9) e R%2:i <x7 <i+1,x9 =0}, i € Z. Then
A=UjeczA;. Lete>0and I =[i,i+11x [-5,5]. Then A; I and vol(]) =e¢.
This implies m*(A;) =0 and

m*(A)< Y m*(A;)=0.
1€Z ]

m*(R") = oco.

Reason. LetI;,i=1,2,..., be a collection of closed intervals such that R” c
U2, I;. Consider the cubes @ =[~j,jI" =[-j,jl1x---x[-j,jl, j=1,2,....
Then @; < U2, I; and by Lemma 1.60 the Lebesgue outer measure of a
closed interval coincides with its volume. Thus we have

(0]

2)" =vol(@;)=m*(@;) < Y_vol;).

i=1
Letting j — oo, we see that .92, vol(I;) = co for every covering. This implies
that m*(R™) = co. [ ]

Every nonempty open set has positive Lebesgue outer measure.

Reason. Let G c R” be open. Then for every x € G, there exists a ball
B(x,r)c G with r > 0. The ball B(x,r) contains the cube @ with the center
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x and diameter §. On the other hand, the diam(Q) = /nl(Q), where /(Q) is
the side lenght of @. From this we conclude that /() = r/(2y/n) and thus

= N I_ N I_
Q— X1 4\/ﬁ>xl+4\/ﬁ]x X[xn 4\/717xn+4\/ﬁ]-

By Lemma 1.60 this implies

m*(G)=m*(Q) = vol(@) = ( r )" >0.

2vn n

This argument is based on the fact that every nonempty open set contains a
ball. Observe that a general Lebesgue measurable set of positive Lebesgue
measure does not necessarily contain a ball. For example, the set of
irrational numbers contained in (0, 1) has Lebesgue measure one, but this

set does not contain an open interval.

R (%)

Figure 1.17: A cube inside a ball.

Observe, that every nonempty open set contains uncountably many points,
since all countable sets have Lebesgue measure zero.

1.8 Invariance properties of the Lebesgue
measure

The following invariance properties of the Lebesgue measure follow from the

corresponding properties of the volume of an interval.
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o))

(2)

3

4)

(Translation invariance) Let A c R", xg € R” and denote A +xg ={x+xp €
R":x € A}. Then
m*(A +x9)=m*(A).

This means that the Lebesgue outer measure is invariant in translations.

Reason. Intervals are mapped to intervals in translations and
o0 [e.9]
AclJIi <= A+xocJU;+x0).
i=1 i=1

Clearly vol(Z;) = vol(; +x9), i =1,2,..., and thus

m*(A+x0)=inf{Zvol(Ii +x0): A +x9C G(Ii +xo)}

i=1 i=1
oo 00

=inf ZVOI(IL')ZAC UIL' =m*(A). ]
i=1 i=1

Moreover, A is Lebesgue measurable if and only if A +xo is Lebesgue

measurable.

Reason. Assume that A is Lebesgue measurable. Then

m*(En(A+x9)+m*(E\(A +xg))

=m™((E -x0)NA)+x0) +m” ((E —x0) \ A) +x0)

=m*(E —x9)NA)+m*((E —x9)\A) (translation invariance)
=m*(E —x9) (A is measurable)

=m*(E) (translation invariance)

for every E c R". This shows that A + xg is Lebesgue measurable. The
equivalence follows from this. This claim can also be proved using Theorem
1.48 or Theorem 1.73. ]

(Reflection invariance) Let A c R” and denote —A = {—x € R":x € A}. Then
m*(—A)=m*(A).

This means that the Lebesgue outer measure is invariant in reflections.

(Scaling property) Let A cR”, § =0 and denote 6A = {6x € R” : x € A}. Then
m*(6A)=6"m*(A).

This shows that the Lebesgue outer measure behaves as a volume is

expected in dilations.

(Change of variables) Let L : R® — R” be a general linear mapping. Then

m*(L(A)) = |det LIm™(A).
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This is a change of variables formula, see [6] pages 65-80 or [16] pages
612—619. Moreover, if A is Lebesgue measurable, then L(A) is Lebesgue
measurable. However, if L : R* — R™ with m < n, then L(A) need not be
Lebesgue measurable. We shall return to this question later.

(5) (Rotation invariance) A rotation is a linear mapping L : R” — R" with
LL* =1, where L* is the transpose of L and [ is the identity mapping.
Since det L = det L™ it follows that |det L| = 1. The change of variables
formula implies that

m*(L(A)) =m™(A)

and thus the Lebesgue outer measure is invariant in rotations. This also
shows that the Lebesgue outer measure is invariant in orthogonal linear
mappings L : R* — R™. Recall that L is orthogonal, if L1 = L*. Moreover,
the Lebesgue outer measure is invariant under rigid motions @ : R"* — R",
®(x) = x9 + Lx, where L is orthogonal.

THE MORAL: The Lebesgue measure is invariant in rigid motions and is
consistent with scalings. In Remark 1.76 we shall see that the Lebesgue measure

is essentially the only measure with these properties.

Example 1.69. Let B(x,r)={y € R" :|y—x| <r} be a ball with the center x € R” and
radius r > 0. By the translation invariance

m(B(x,r)) =m(B(x',r)) for every x eR"
and by the scaling property
m(B(x,ar)) =a"m(B(x,r)) for every a>0.

In particular, m(B(x,r)) = r*m(B(0, 1)) for every r > 0. Thus the Lebesgue measure
of any ball is uniquely determined by the measure of the unit ball. This question
will be discussed further in Example 3.36.

1.9 Lebesgue measurable sets

Next we discuss measurable sets for the Lebesgue outer measure. We have
already shown that the Lebesgue outer measure is a Radon outer measure, see
the discussion after Lemma 1.55. In particular, all Borel sets are Lebesgue

measurable, see also Lemma 1.67.

THE MORAL: Open and closed sets are Lebesgue measurable and all sets
obtained from these sets by countably many set theoretic operations, as comple-
ments intersections and unions, are Lebesgue measurable sets. Thus the majority

of sets that we actually encounter in real analysis will be Lebesgue measurable.
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However, there exist sets which are not Lebesgue measurable, as we shall see

soon.

We begin with discussing how much does a Lebesgue measurable set of finite
measure differ from a finite union of intervals. For a compact set it is enough
to consider finite coverings in the definition of the Lebesgue measure, see the
proof of Lemma 1.60. For a more general Lebesgue measurable set, we apply the

symmetric difference of sets A and B defined as
AAB=(A\B)U(B\A).

Remark 1.70. If A cR" is a Lebesgue measurable set and B c R" is a set with
m*(AAB) =0, then B is Lebesgue measurable.

Reason. Since AAB =(A\B)uU(B\ A), by monotonicity, we have
m*(A\B)<m*(AAB)=0 and m*(B\A)<m*(AAB)=0.

By Remark 1.6 (4), we conclude that A\ B and B\ A are Lebesgue measurable.
Since AnB =A\(A\B), we conclude that A N B is Lebesgue measurable. Since
B=(AnB)u(B\A), we conclude that B is Lebesgue measurable. Note that this

holds true for general outer measures as well. n

Theorem 1.71. Let A c R" be a Lebesgue measurable set with m*(A) < co. Then
for every € > 0, there exists a finite union B = Uf’:l I; of closed intervals such that
m*(AAB)<e¢.

THE MORAL: A Lebesgue measurable set with finite measure differs from a

finite union of intervals by a set of arbitrarily small measure.

Proof. Let£>0. Let I;,i=1,2,..., be intervals such that A c U‘L?lei and

;Vol(li)<m*(A)+§.

Since m*(A) < co the series on the left-hand side converges and thus there exists
k such that

(0]
Y volI) <.
i=k+1

Let B = Uf”:l I;. Since A and B are Lebesgue measurable and (A\B)Nn(B\ A) =@,



CHAPTER 1. MEASURE THEORY 54

we have

m*(AAB)=m*((A\B)U(B\ A))

=m*(A\B)+m*(B\A)
00 k

<sm” U I; +m* Ii\A)

i=k+1 =1

00 00
<m” U I; +m”* I;\NA
i=k+1 1

~
1l
—

o0
=m*| UJ Ii|+m”
i=k+1

(@

Ii)—m*(A)
1

3
=

(o)
< Y volp+ Y volI)) -m*(A) <e. O
i=k+1 i=1

Remark 1.72. The previous result does not hold without the assumption m*(A) <

o0o. We discuss a one-dimensional example. Let A = U‘i’ilAi, where A; =(i — %, i)c

R, i=1,2,.... The set A is open and thus Lebesgue measurable as a countable
union of open intervals A;. Since the sets A;, i =1,2,..., are pairwise disjoint, we
have

3

m*(A)=) m*(A)=) %=o0oc.
i=1

i i=1

LetI;, j=1,...,k, be a arbitrary finite collection of closed intervals in R. Then
Uf.:llj is a bounded set and there exists m € N such that Uf.:llj c(-m,m). It

follows that i

k 00
AAUIjDA\UIjDA\(—m,m)Z U Al'.
=1 =1 i=m+1

Thus we have

k (o) 00 0o
’”*(“‘Auu)”*( U A) > m'@An= Y }=co

Jj i=m+1 i=m+1 i=m+1

We revisit approximation properties of Lebesgue measurable sets that are
already known from Theorem 1.48 and Corollary 1.51. Certain arguments are
easier for the Lebesgue outer measure than for a general Radon outer measure.

Theorem 1.73. If A cR” is Lebesgue measurable, then the following claims are

true.

(1) For every ¢ > 0, there exists an open set G > A such that m*(G\ A) <e.

(2) For every ¢ > 0, there exists a closed set F c A such that m*(A\F)<e.

(3) If m*(A) < oo, for every € > 0, there exists a compact set K < A such that
m*(A\K)<e.

(4) m*(A)=infim*(G): A c G, G open}. This holds for every A c R".

(5) m*(A)=sup{m*(K):K c A, K compact}.
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Proof: Assume that m*(A)<oo. Let £ >0. Let I;,i=1,2,..., be open intervals
such that A U2, I; and

o0
Z vol(I;) <m™(A) +¢,
i=1

see Remark 1.57. Let G = U‘i’zl I;. Then G is an open set and we have

m*(G) < ivol(li) <m*(A)+e.
i=1

Since A is Lebesgue measurable and A c G, as in Remark 1.6 (3), we have
m* (@) =m*(GNnA)+m* (G\A)=m*(A)+m*(G\ A).

This also follows from additivity on pairwise disjoint measurable sets. Since

m*(A) < oo, we obtain
m*(G\A)=m™"(G)-m*(A)<e.

In the case m*(A) = oo we consider the exhaustion A = U‘L?Zl(A NB(0,1)) as in the
proof of Theorem 1.48.

Let £ >0. By Lemma 1.11 the set R* \ A is measurable and by (1) there
exists an open set G DR" \ A with m*(G\(R"\ A))<e. Let F=R"\G. Then F is
closed, Fc A, AN\F=G\(R"\A) and

m*(A\F)=m*(G\(R"\A)) <e.

Let € > 0. By (2) there is a closed set F < A such that m*(A\F) < e¢.
Consider the closed balls centered at the origin B(0,i) = {x € R" : |x| < i} and
let K; =FnB(0,i), i =1,2,.... The sets K;, i = 1,2,..., are compact, since they
are closed and bounded. Then A\K;, i =1,2,..., is a decreasing sequence of
measurable sets with ﬂ‘i’il(A \K;)=A\K. Since m*(A) < co, Theorem 1.22 (2)
implies that

oo
lim m*(A\Ki)zm*( (A\Ki))zm*(A\K)<£.
b i=1

It follows that m* (A \ K;) < ¢ for large enough i.
Lete>0. Let I;,i=1,2,..., be open intervals such that A U2, I; and

o0
Z vol(I;) <m™(A) +¢,
i=1

see Remark 1.57. Let G = Ui:lli' Then G > A and
o0
m*(G)< ) vol(I;) <m*(A) +e.
i=1

The claim follows as in the proof of Corollary 1.51. d
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The following characterization of Lebesgue measurable sets is a reformulation
of Corollary 1.49 and Remark 1.50.

Corollary 1.74. The following claims are equivalent for a set A < R”.

(1) A is Lebesgue measurable.

(2) For every ¢ > 0, there exists an open set G > A such that m*(G\ A) <e.
(3) For every ¢ > 0, there exists a closed set F c A such that m*(A\F)<e.
(4) There exists a G5 set G such that A< G and m*(G\A) =0.

(5) There exists an F; set F such that F c A and m*(A\F)=0.

Do there exist Lebesgue measurable sets that are not Borel sets? We shall see
in Section 2.3, that

(1) there are Lebesgue measurable sets that are not Borel sets and

(2) the restriction of the Lebesgue measure to the Borel sets is not a complete

measure, see Definition 1.15.

Lebesgue measurable sets arise as a completion of the g-algebra of Borel sets,
that is, adding all sets of measure zero as in Remark 1.17.

Definition 1.75. The Lebesgue measure is defined to be the Lebesgue outer
measure on the g-algebra of Lebesgue measurable sets. We denote the Lebesgue
measure by m. In particular, the Lebesgue measure is countably additive on
pairwise disjoint Lebesgue measurable sets.

Remark 1.76. The Lebesgue measure is unique in the sense that it is the only
measure on the o-algebra of Lebesgue measurable sets satisfying the following
conditions.

(1) (Translation invariance) If A < R” is a Lebesgue measurable set and x € R",
then u(A +x) = u(A).

(2) (Normalization) p([0,1)")=1.

Reason. Subdivide the half open unit cube @ =[0,1)" to a union of 2" pairwise
disjoint half open dyadic intervals @; of side length 2%, £ =1,2,.... By translation
invariance all cubes ; have the same measure, that is, m(Q;) = m(Q;) for i,j =
1,2..., and by countable additivity on pairwise disjoint measurable sets the sum of
their measures equals the measure of the entire cube @ which, by normalization,
has measure 1. This implies

okn okn

2"m@) =Y m@)=m@) =1=u@ =Y Q) =2"u@,.
i=1 i=1

A similar argument can be done for £ =0,-1,-2,... and thus u(®) = m(Q) for

all dyadic cubes @ < R”. By Lemma 1.67 every open set can be represented as a
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union of pairwise disjoint half open dyadic cubes, countable additivity on pairwise
disjoint measurable sets implies that u(G) = m(G) for all open sets G c R”. Let
A cR" be a Lebesgue measurable set and G < R” be an open set with A < G. Then
WA) < (@) = m(G) and by Theorem 1.73 (4) we have

uwA) <infim(G): A c G, G open} = m(A).

To show the reverse inequality, we first assume that A < R” is a bounded Lebesgue
measurable set and that G < R" is a bounded open set with A ¢ G. By the
inequality above, we have u(A) < m(A) and u(G\ A) < m(G \ A) and thus

wWG) = pA)+ w(G\NA) < m(A)+ m(G\ A) = m(G).
Since u(G) = m(G), we have
m(A)+m(G\A) = w(A)+ u(G\NA) < (A)+ m(G\ A)

and thus m(A) < y(A). This implies that u(A) = m(A) for all bounded Lebesgue
measurable sets A c R”. Finally, we observe that an arbitrary Lebesgue mea-
surable set A c R” can be represented as a countable union of pairwise disjoint
bounded Lebesgue measurable sets A; = An(B(0,i + 1)\ B(0,i)),i=1,2,.... Thus

we obtain

WA) =/u(UAi) =) wA)=) mA)= m(UAi) =m(A).
=1 =1

i=1 i=1

1.10 A nonmeasurable set

The Lebesgue outer measure m”* on R” measuring the n-dimensional volume of
subsets of R” would ideally have the following properties:

(1) m*(A) is defined for every set A cR”,

(2) m™ is an outer measure,

(3) m* is countably additive: m* (U2, A;) = X2, m*(A;) for pairwise disjoint
sets A; cR*,1=1,2,....

(4) m* is translation invariant: m*(A) = m*(A +x) for x € R"

However, it is impossible to satisfy all these are simultaneously. The Lebesgue
outer measure satisfies (1), (2) and (4). The Lebesgue outer measure also satis-
fies (3), if the sets A;, i =1,2,..., are Lebesgue measurable, but additivity breaks
down for nonmeasurable sets. We have shown that Borel sets are Lebesgue mea-
surable, but we have not yet ruled out the possibility that all sets are Lebesgue
measurable. Next we shall show that there exists a nonmeasurable set for the
Lebesgue outer measure on R. Such a set can be constructed by using the axiom

of choice.
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Remark 1.77. The axiom of choice states that if E is a set and {E,} is a collection
of nonempty subsets of E, then there exists a function (a choice function) a — x,
such that x, € E, for every a. The indexing set of a’s is not assumed to be

countable.

THE MORAL: The axiom of choice states that we have a set which contains

exactly one point from each set in an uncountable collection of sets.

Theorem 1.78. There exists a set E < [0,1] which is not Lebesgue measurable.

THE MORAL: Itisnot possible to define the Lebesgue measure of all subsets
in a geometrically reasonable way.

STRATEGY: We show that there exists a set E c[0,1] of positive Lebesgue
outer measure such that the translated sets E + g, ¢ € [-1,1]1n Q, form a pairwise
disjoint covering of the interval [0,1]. As the Lebesgue measure is translation
invariant and countably additive on measurable sets, the set E cannot be Lebesgue

measurable.

Proof: Define an equivalence relation on R by
x~y<—=x—-yeQ.
Claim: ~ is an equivalence relation.

Reason. It is clear that x ~ x and that if x ~ y then y ~ x. To prove transitivity,

assume that x ~y and y ~z. Then x —y =q1 and y —z = g9, where ¢1, g2 € Q and
x—z=(@-y)+(y—-2)=q1+q2€qQ.
This implies that x ~ z. [ ]

Denote the equivalence class containing a point x € R by E,. Note that E, =
x + Q, that is, every equivalence class is a translate of @. Note also that if
x € Q, then E, = Q. A crucial property ofs equivalence classes is that if x,y € R,
then £, =E, or E,nE, = ¢. That is, two equivalence classes either coincide or
are disjoint. The equivalence relation ~ decomposes R into disjoint equivalence
classes. In other words, R is a union of pairwise disjoint translates of Q. Note
that each equivalence class is countable and, since R is uncountable, there must
be uncountably many equivalence classes. Each equivalence class is dense in R
and has a nonempty intersection with [0,1]. By the axiom of choice, there exists a
set E which consists of precisely one element of each equivalence class belonging
to [0,1]. If x and y are arbitrary points of E, then x — y is an irrational number,
for otherwise they would belong to the same equivalence class, contrary to the
definition of E.
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We claim that E is not Lebesgue measurable. Assume for a contradiction that

E is Lebesgue measurable. Then the translated sets
E+qg={x+q:x€E}, q€Q,

are Lebesgue measurable.
Claim: The sets E + ¢, g € Q, are pairwise disjoint, that is,

(E+qg)n(E+r)=¢ whenever q,reQ,q#r.

Reason. For a contradiction, assume that y € (£ +¢q)n(E +r) with ¢ #r. Then
y=x+q and y =z +r for some x,z € E. Thus

x—z=(@-q@—-(y-r)=r—qeqQ,

which implies that x ~ z. Since E contains exactly one element of each equivalence

class, we have x = z and consequently r = q. =
Claim: [0,1]1c | (E+q<c[-1,2]
gel-1,11nQ

Reason. Let x €[0,1] and let y be the representative of the equivalence class
E, belonging to E. In particular, x ~ y from which it follows that x — y € Q. Let
g=x-y. Since x,y €[0,1] we have g €[-1,1] and x =y + g € E + q. This proves
the first inclusion. The second inclusion is clear. m

Since the sets E+q, g €[-1,1]1nQ, are pairwise disjoint and Lebesgue mea-
surable, by countable additivity and translation invariance,

m*( U (E+q))= Y mfE+g= ) miE),
g€l-1,11nQ q€l-1,11nQ qel-1,11nQ

which is 0 if m*(E) = 0 and oo if m*(E) > 0. On the other hand, since [0,1]
Uger-1,11n¢(E + g), by monotonicity

Z m*(E):m*( U (E+q))>m*([0,1]):1>0,
q€l-1,11nQ qel-1,11nQ
which implies that m*(E) > 0 and, consequently,

m* ( U E+ q)) = 0.

gel-1,1InQ
Since Uge-1,11ng(E + @) =[-1,2], by monotonicity
co=m"* ( U & +q)) <m*([-1,2]))=3.
qel-1,11nQ

This is a contradiction and thus E cannot be Lebesgue measurable. d
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Remark 1.79. The proof shows that E < [0,1]is not Lebesgue measurable, m*(E) >
0, the sets E +q, q €[-1,1]1nQ, are pairwise disjoint,

m” ( U (E+q)) <m*([-1,2])=8< o0

q€e[-1,11nQ
and
Y mfE+9= ) miE)=c.
qel-1,11InQ q€l-1,11nQ
Thus

m*( U (E+q))7ﬁ Y m'E+q)
qe[-1,11nQ qe[-1,11nQ

and countable additivity on pairwise disjoint sets fails.

Remark 1.80. A Lebesgue nonmeasurable set is not a Borel set, since all Borel

sets are Lebesgue measurable.

Remark 1.81. In the n-dimensional case, we may consider an equivalence relation
x~y<=x—yeQ" onR"” (exercise). Here Q" denotes the set of points in R” with

rational coordinates.

Remark 1.82. By a modification of the above proof we see that any set A c R with

m*(A) > 0 contains a set B which is not Lebesgue measurable.

Reason. Let A c R be a set with m*(A) > 0. Then there must be at least one
interval [i,i + 1], i € Z, such that m*(A n[i,i + 1]) > 0, otherwise

m*(A)=m* (U(A N[, i+ 1])) <) m*(Anli,i+1)=0.
i€z 1€Z
By a translation, we may assume that m*(An[0,1]) >0 and A <[0,1]. By the
notation of the proof of the previous theorem,
A= | E+9nA.
q€l-1,11nQ

Again, by countable subadditivity, at least one of the sets (£ +q)nA, g €[-1,1],
has positive Lebesgue outer measure. Set B =(E + g)N A with m*(B) > 0.

The same argument as in the proof of the previous theorem shows that B is
not Lebesgue measurable. Indeed, assume that B is Lebesgue measurable. Since
the translated sets B+q, g €[-1,11nQ, are disjoint and Lebesgue measurable, by

countable additivity and translation invariance,
m*( U (B+q))= Y m'B+g= ) m'B)=oo,
q€l-1,11nQ q€l-1,11nQ q€l-1,11nQ
since m*(B) > 0. On the other hand,
m* ( U @+ q)) sm*([-1,2]) =3 < co.
gel-1,11nQ

This is a contradiction and thus B cannot be Lebesgue measurable. n
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Remark 1.83. Hausdorff (1914) has shown that for any dimension n = 1,2,...,
there is no countably additive measure defined on all subsets of R” that is invariant
under isometries (translations and rotations) and assigns measure one to the unit
cube. The Banach-Tarski (1924) paradox shows that the unit ball in R” with
n = 3,4,... can be cut into a finite number of pairwise disjoint pieces, which
can then be reassembled (after translating and rotating each of the pieces) to
form two disjoint copies of the original ball (or a ball of any given radius), see
[3, Appendix G] and [13]. The pieces used in this decomposition are irregular
sets and their construction applies the axiom of choice. In particular, the pieces
cannot be Lebesgue measurable, because otherwise additivity on pairwise disjoint
sets fails. Banach-Tarski paradox does not hold in R2. This is because R? has
less symmetries compared to R? (this has nothing to do with the existence of

non-measurable sets).

1.11T The Cantor set

Cantor sets constructed in this section give several examples of unexpected fea-
tures in analysis. The middle thirds Cantor set is a subset of the interval Cy =[0, 1].
The construction will proceed in steps. At the first step, let 11 1 denote the open
interval ( %, %). Then I1; is the open middle third of Cy. At the second step we
denote two open intervals I ; and I 2 each being the open middle third of one of
the two intervals comprising I \ I1,; and so forth. At the £th step, we obtain gk-1

pairwise disjoint open intervals I ;, i =1,... ,2k=1 and denote

ok-1

Co=10,1], Ck:Ckfl\UIk,iy k=1,2,....
i=1

Note:
k 3
a; a;
SRR
i=1

Ci- [
ai,...,ap€{0,2} | i=1

-

Thus C}, consists of 2¢ closed intervals of length 3% Let us denote these intervals
by i, i=1,2,...,2".
The (middle thirds) Cantor set is the intersection of all sets Cp, that is,

Note:
C

S a; :
{Zg:ai€{0,2},1=1,2,...}.

i=1
Note that C contains more points than the end points {5,%,5,5,55537---f Of
the extracted open intervals. For example, % € C, but it is not an end point of any

of the intervals (exercise).
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Since every Cj, £ =0,1,2,..., is closed, the intersection C is closed. Since C is
also bounded, it is a compact subset of [0, 1].

C, — |
¢, — —
pN

C e ——F—I| = —H—
] | ! o

Figure 1.18: The Cantor construction.

Claim: C is uncountable.

Reason. For a contradiction, assume that C = {x1,x9,...} is countable. Let /1 be
one of the closed intervals JJ7 ;, i = 1,2, in the first step of construction of the Cantor
set with x1 ¢ J1. We continue recursively. Let J2 be one of the closed intervals
Joi, 1 =1,2,3,4, in the second step of construction of the Cantor set with x3 ¢ J
and Jg < J1. By continuing this way, we obtain a decreasing sequence of closed
intervals Jj.1 < Ji, k =1,2,..., such that CnM72, Jr = @. On the other hand,
ﬂZile # @ and thus there exists a point x € ﬂZile. By the definition of the
Cantor set, we have x € C, which implies CN(;2; J; # @. This is a contradiction.m

Moreover, C is nowhere dense and perfect (exercise). A set is called nowhere
dense if its closure does not have interior points and perfect if it does not have
isolated points, that is, every point of the set is a limit point of the set. We show

that C is an uncountable set of measure zero.
Claim: m*(C)=0.

Reason. Since

Z 2 N
m €= Lm0 = () =2 () = )
i=1 i=1
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by Theorem 1.22 we have

o0

m*(C)=m" (
k=0

Ck) = lim m*(Ck) =0.

k—o0
This can be also seen directly from the definition of the Lebesgue measure, since
C}, consists of finitely many intervals whose lengths sum up to (%)k. This is
arbitrarily small by choosing %k large enough. m

Remark 1.84. Every real number can be represented as a decimal expansion.
Instead of using base 10, we may take for example 3 as the base. In particular,
every x € [0,1] can be written as a ternary expansion

(o]

x=Y &

— 3’

i=1
where a; =0, 1 or 2 for every i =1,2,... We denote this as x =.aja2.... In general,
this decomposition is not unique. For example,

1 002
3=l %
=2

and % =.11000---=.10222.... The reason for this is that

P18

2 _
ES
i=1

The ternary expansion is unique except for a certain type of ambiguity. A number
has two different expansions if and only if it has a terminating ternary expansion,
that is, only finitely many «a;’s are nonzero. Let us look at the construction of
the Cantor set again. At the first stage we remove the middle third I;;. If
% <x< %, then x = .1agas.... If x €[0,1]1\ 11,1, then x = .0agas... or x = 2a30a3...
In either case the value of @1 determines which of the three subintervals contains
x. Repeating this argument show that x € [0,1] belongs to the Cantor middle

thirds set if and only if it has a ternary expansion consisting only on 0’s and 2’s.

The construction of a Cantor type set C can be modified so that at the kth,
stage of the construction we remove 2%~ centrally situated open intervals each
oflength [}, k=1,2,..., with [ + 2l +...2¥71], <1. If [, k = 1,2,..., are chosen
small enough, then

f 2k, < 1.

k=1
In this case, we have

0<1- i 211, =m*(C)< 1.
k=1

and C is called a fat Cantor set. Note that C is a compact nowhere dense and
perfect set of positive Lebesgue measure. Observe that U =[0,1]\ C is an open set

with U = C and m*(0U) = m*(C) > 0.
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THE MORAL: The boundary of an open set may have positive Lebesgue

measure.

See [6, p. 83-86] and [16, p. 85-87] for more on the Cantor set.



The class of measurable functions will play a central role in
the integration theory. This class is closed under usual op-
erations and limits, but certain unexpected features occur.
Measurable functions can be approximated by simple func-
tions. Egoroff’s theorem states that pointwise convergence
of a sequence of measurable functions is almost uniform
and Lusin’s theorem states that a measurable function is
almost continuous.

Measurable functions

2.1 Calculus with infinities

Throughout measure and integration theory we encounter +oco. One reason for
this is that we want to consider sets of infinite measure as R"” with respect to
the Lebesgue measure. Another reason is that we want to consider functions
with singularities as f : R* — [0,00], f(x) = |x|™* with a > 0. Here we use the
interpretation that f(0) = co. In addition, even if we only consider real valued
functions, the limes superiors of sequences and sums of functions may be infinite
at some points.

We consider the set of extended real numbers [—00,00] = R U {—o0} U {+00}.
For simplicity, we write co for +oco. We shall use the following conventions for

arithmetic operations on [—oco,00]. For a € R, we define
a +(+o00) = (£)oo+a = oo

and (£00) + (+00) = +00. Subtraction is defined in a similar manner, but (+oo) +

(Foo) and (+00) — (+00) are undefined. For multiplication, we define

a-(xo00)=(x00)-a =10, a=0,

Foo, a<0,

and (+00) - (+00) = +00 and (+00) - (Foo) = —oco. With these definitions the standard
commutative, associative and distributive rules hold in [—oo,o0] in the usual
manner.

Cancellation properties have to be considered with some care. For example,
a+b=a+cimplies b = ¢ only when |a| < oo and ab = ac implies b = ¢ only when

0 < lal <oco. A general fact is that the cancellation is safe if all terms are finite

65
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and nonzero in the case of division. Finally we note that with this interpretation,

for example, all sums of nonnegative terms x; € [0,00], i =1,2,..., are convergent
with

(o]

Z hm Z x; €[0,00].

i=1 k—oo

We shall use this interpretation without further notice.

2.2 Measurable functions

AGREEMENT: From now on, we shall not distinguish outer measures from
measures with the interpretation that an outer measure restricted to measurable
sets is a measure.

Consider a function f : X — [-00,00]. Recall that the preimage of a set A c
[—00,00] is

FlA) ={xeX: f(x)e Al

The preimage has the properties

l(iAl):ﬁ £l
1(QAL):© FNAD

and
b =x\r1a
for A, A; c[~00,00],i=1,2,.... Here AL = [~00,00] \ A.

We begin with a definition of measurable function.

Definition 2.1. Let u be a measure on X. The function f : X — [-o0,00] is p-
measurable, if the set

f(a,00) = {x e X : f(x)>a)
is pu-measurable for every a € R.

THE MORAL: As we shall see, it is important that all distribution sets are
measurable in the definition of integral.
Remarks 2.2:

(1) Every continuous function f : R” — R is Lebesgue measurable.

Reason. Since f is continuous, the set {x € R" : f(x) > a} is open for every
a € R. The Lebesgue measure is a Borel measure, see Lemma 1.55, and

thus the set {x e R" : f(x) > a} is Lebesgue measurable for everya € R. g



CHAPTER 2. MEASURABLE FUNCTIONS 67

(2) The set A cR” is Lebesgue measurable set if and only if the characteristic

function
" 1, x€A,
R >R, fx)=yxa(x)=
0, xeR"\A,
is a Lebesgue measurable function.
Reason.
R®, a<0,
{xeR*:f(x)>a}={A, O<a<l,
@, a=1.

By considering a set A which is not Lebesgue measurable, see Section
1.10, we conclude that y4 a nonmeasurable function with respect to the
Lebesgue measure.

(3) The previous remark holds for all outer measures. Moreover, a linear
combination of finitely many characteristic functions of measurable sets
is a measurable function. Such a function is called a simple function, see
Definition 2.32.

(4) If p is an outer measure for which all sets are y-measurable, then all
functions are y-measurable. See Remark 1.6 (7).

(5) If the only measurable sets are @ ja X, then only constant functions are
measurable. See Remark 1.6 (6).

Remark 2.3. For yu-measurable subset A c X and a function f : A — [—oc0,00], we
consider the zero extension f : X —[—00,00],

_ . x€A,
f(x)={f(x) e
0, xeX\A.

Then f is p-measurable on A if and only if f is y-measurable on X.

THE MORAL: A function defined on a subset is measurable if and only if
its zero extension to the entire space is measurable. This allows us to consider

functions defined on measurable subsets.

Lemma 2.4. Let z be a measure on X and f : X — [-o0,00]. Then the following

claims are equivalent:

(1) f is y-measurable,
(2) {xe X :f(x) = a} is u-measurable for every a € R,
3) {xe X : f(x) <a} is u-measurable for every a € R,

(4) {xe X : f(x) <a} is u-measurable for every a € R.
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Proof. The equivalence follows from the fact that the collection of y-measurable
sets is a o-algebra, see Lemma 1.11.
(1) = (2) | We have

o0

xeX:fw=at={xeX: f@)>a-1}.
i=1
The sets {x eX:f(x)>a- %}, i=1,2,..., are y-measurable by the assumption and
thus {x € X : f(x) = a} is y-measurable as a countable intersection of yu-measurable
sets.
(2) = (3) | We have

xeX: f(x)<a}=X\{xeX:f(x)=al.

The set {x € X : f(x) = a} is y-measurable by the assumption and thus f1({xe X :
f(x) < a}) is y-measurable as a complement of a y-measurable set.
(3) = (4) | We have

{xeX:f(x)Sa}zﬁ{xeX:f(x)<a+%}
i=1

The sets {x eX: fx)<a+ %}, i=1,2,..., are y-measurable by the assumption and
thus {x € X : f(x) < a} is y-measurable as a countable intersection of yu-measurable
sets.

(4) = (1) | We have

xeX:f(x)>a}=X\{xeX:f(x)<al.

The set {x € X : f(x) < a} is y-measurable by the assumption and thus f'({xe X :
f(x) > a}) is y-measurable as a complement of a y-measurable set. d

As we shall see in Section 2.3, the preimage of a measurable set is not measur-
able, in general. However, the following charcterization holds for a measurable

function.

Lemma 2.5. A function f : X — [~00,00] is y-measurable if and only if £ ~1({—o0})
and £~ ({oo}) are y-measurable and f~1(B) is u-measurable for every Borel set
BcR.

Remark 2.6. The proof will show that we could require that £ ~1(B) is u-measurable
for every open set B. This is analogous to the fact that a function is continuous if
and only if /~1(B) is open for every open set B.

Proof. Note that

[e )

fﬁl({—oo}):{xEX:f(x)z—oo}z ﬂ{xEX:f(x)<—i}

i=1
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and
o0

Flloo) =fxeX:flx)=oot=xe X : flx)> i}
=1

are u-measurable sets.
Let
Z ={BcR:Bis a Borel set and f~1(B) is u-measurable}

Claim: & is a g-algebra.

Reason. Clearly ¢ € . If Be %, then f1(R\B) = X \ f"L(B) is p-measurable
and thus R\Be &. If B; € &#,i=1,2,..., then

[e.e] (o0}
f (UBi) =Ur '@
i=1 i=1
is p-measurable and thus U2, B; € 7. m

Then we show that & contains all open subsets of R. Since every open set in R
is a countable union of pairwise disjoint open intervals and & is a g-algebra, it is
enough to show that every open interval (a,b) € &. We note that

f(a,b) = fF 1 ([~00,b)) N fL(a,00])

where f~1([-00,b)) = {x € X : f(x) < b} and f1((a,00]) = {x € X : f(x) > a} are p-
measurable. This implies that £ ~((a, b)) is y-measurable. Since . is a o-algebra
that contains open sets, it also contains Borel sets.

Let B = (a,00) with @ € R. Then

eX:fx)>al=f1Buioo}) =F1B)UF L{oo})
is y-measurable. g

As we shall see in Section 2.3, a composed function of two measurable functions
is not measurable, in general. However, the following result holds for a composed

function.

Lemma 2.7. Let y be a measure on X. If f : X — R is y-measurable and g :R— R

is continuous, then the composed function go f is measurable.

Proof. By Lemma 2.5 and Remark 2.6, it is enough to show that the preimage
(go f)’l(B) of every open set B c R is y-measurable. Note that (go f)’l(B) =
f (g X(B)), since

xe(gof) ' (B) = (gof)x)eB <= g(f(x))eB
= fl)eg B =xef g 'B)).
Since g is continuous, the preimage g~ 1(B) of an open set B is open. Since f is

p-measurable, the preimage f (g7 1(B)) of an open set g~1(B) is y-measurable.

Thus (go f)~1(B) is a y-measurable set and gof is a y-measurable function O
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Remark 2.8. In fact, it is enough to assume in Lemma 2.7 that g is a Borel

function, that is, the preimage of every Borel set is a Borel set.

Reason. Let A <R be a Borel set and g: X — R be a Borel function. Then g~ 1(4)
is a Borel set. Since f is y-measurable, Lemma 2.5 implies that the preimage
f~1(g71(B)) is p-measurable. -

Remark 2.9. We briefly discuss an abstract version of a definition of a measurable

function.

(1) Assume that (X,.#,u) and (Y, /,v) are measure spaces and f: X — Y
is a function. Then f is said to be measurable with respect to o-algebras
A and A if f71(A) € 4 whenever A € 4. In our approach we consider
Y =[-00,00] and A& equals the Borel sets in [-0o,00] (endowed with the
order topology, see [15]).

(2) Let (X, 4,w), (Y, N,v) and (Z,2,y) be abstract measure spaces. If f :
X —Y and g:Y — Z are measurable functions in the sense of (1), then
the composed function go f is measurable. This follows directly from the
abstract definition of measurablity. We might be tempted to conclude
that the composed function of Lebesgue measurable functions is Lebesgue
measurable. This is not always the case, since the preimage of a Lebesgue
measurable set is not necessarily Lebesgue measurable, see Section 2.3.
This means that we cannot replace Borel sets by measurable sets in Lemma
2.5.

Lemma 2.10. If f,g: X — [-00,00] are y-measurable functions, then
fxeX:fx)>gk)}
is a p-measurable set.

Proof Let Q= U‘L?Zl{qi} be an enumeration of the rational numbers. If f(x) > g(x),
there exists ¢; € Q such that f(x) > ¢g; > g(x). This implies that

xeX: f)>gl=JUxeX : fx)>qgiin{xre X :gx)<q;})
i=1

is a p-measurable set. O
Remark 2.11. The sets
xeX f)<sg)}=X\{xeX:f(x)>gx)}

and
xeX fx)=gx)={xeX: fx)<gxnfxe X :f(x)=gx)}

are u-measurable as well.
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Let f : X — [—o00,00]. The positive part of f is

fx), fx)=0,

£ () =max{f (x),0} = f (X)X wex:F(x)=0) = {
0, f(x)<O0,

and the negative part is

_f(x)7 f(x) < 07

f~(x) = —min{f(x),0} = — f (X)X (xex:f (x)<0} = {
0, f(x)>0.

Observe that f*,f~ =20, f=f*—f" and |f| = f" + f~. Splitting a function into
positive and negative parts will be a useful tool in measure theory.

Lemma 2.12. A function f : X — [—o00,00] is y-measurable if and only if f* and

[~ are u-measurable.

Proof. Assume that f is a g-measurable function. Then

xeX:f(x)>a}, a=0,

{xeX:f+(x)>a}={
X, a<O,

is a u-measurable set. This implies that f* is a y-measurable function. Moreover,
fm==Nr.

Assume that f* and f~ are y-measurable functions. Then
xeX:f*(x)>a}, a=0,

{xeX:f(x)>a}={
fxeX:f~(x)<-a}, a<O,

is a pg-measurable set. This implies that f is a y-measurable function. a

Theorem 2.13. Assume that f,g: X — [—00,00] are y-measurable functions and
a € R. Then af, f + g, max{f,g}, min{f,g}, fg, g (g # 0), are p-measurable
functions.

WARNIN G : Since functions are extended real valued, we need to take care
about the definitions of f + g and fg. The sum is defined outside the bad set

B={xeX:f(x)=o00and g(x) = —ooluf{x e X : f(x) = —oo and g(x) = oo},

since in B we have oo — oo situation. We define

(x)+g(x), xeX\B,
(f+g)(x)={fx e, =

a, X€B,

where a € [-00,00] is arbitrary.
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Proof. Note that
(f +2) (-0} = FL({—ooh) U gL ({—o0})
and
(f +2) L(oo)) = FL({oo)) U gL ({oo))

are u-measurable. Let a € R. Since
fxeX:ia—-f@)>A={xeX: fx)<a-A1}
for every 1 € R, the function a — f is y-measurable. By Lemma 2.10,
xeX: fx)+glx)>al={xeX :glx)>a—f(x)}
is pu-measurable for every a € R. This can be also seen directly from

F+e) M(—c0,a)= U (f-00,ngt(-00,5)).
r,seQ,r+s<a
The functions |f| and g2 are py-measurable, see the remark below. Then we

may use the formulas

max({f,g} = 3(f +g+If — g, min{f, g} = 2(f +g—|f — gl

and
fe=4(f+g?-r*-go. O

WARNING : f2 measurable does not imply that f measurable.
Reason. Let A c X be a nonmeasurable set and

1, x€A,

f:X—R, f(x)={
-1, xeX\A.

Then f2 =1 is measurable, but {x € X : f(x) > 0} = A is not a measurable set. m

2.3 Cantor-Lebesgue function

Recall the construction of the Cantor set from Section 1.11. At the kth step,
we have 271 open pairwise disjoint open intervals I;,i=1,... , 21 Let m =
1,2,.... Consider all open intervals Iy ;, with k. =1,...,m, i = 1,...,251 ysed
in the construction of the Cantor set at the steps 1,...,m. Note that there are
altogether 20 +21 + 22 +... 4+ 2m~1 = 9™ _1 intervals. Denote these intervals by
fm,i, i=1,...,2™ -1, organized from left to right.
As in Section 1.11 we have
2k-1
Co=10,11, Cr=[0,1\ U I;, k=1,2,...,
i=1

1=
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and the middle thirds Cantor set is C = ;2 ,Cx. We have seen that C is an
uncountable set of Lebesgue measure zero. Define a continuous function f3 :
[0,1]1—1[0,1] by f2(0)=0, fo(1) =1, fr(x) = 2Lk, whenever x € fk,i, i=1,2,..,2F-1
and f3 is linear on Cp, £ =1,2,...

Figure 2.1: The construction of the Cantor-Lebesgue function.

Then f3 € C([0,1]), f is increasing and

|f1@0) = fra1(®0)| < 55

for every x €[0,1]. Since

k+m-1

@)~ from@l < Y, <zl
Jj=k

for every x € [0, 1], (f2) is a Cauchy sequence in the space (C([0,1]), ] - |loo), Where

Ifllec = sup If ().

x€[0,1]
This is a complete space and thus there exists f € C([0,1]) such that ||fz — fllcc — O
as k — oco. In other words, f;, — f uniformly in [0,1] as £ — oco. The function f is

called the Cantor-Lebesgue function. We collect properties of the Cantor-Lebesgue
function below.

(1) f:10,1]1—1[0,1] is continuous, f(0)=0 and f(1)=1.
(2) f is nondecreasing and is constant on each interval in the complement of
the Cantor set.
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3) f:[0,11—1[0,1]1is onto, that is, f([0,1]) =[0,1]. In fact F(C) =[0, 1], that is,
for every y €[0,1] there exists x € C with f(x)=y.

(4) f maps the complement of the Cantor set to a countable set. Thus f maps
the the Cantor set C with m*(C) =0 to a set f(C) with m*(f(C)) = 1.

(5) f is locally constant and thus differentiable in the complement of the
Cantor set. Thus f is differentiable almost everywhere and its derivative

is zero outside the Cantor set. However,

f'x)dx=0#£1=f(1)-£(0)
[0,1]

and therefore the fundamental theorem of calculus does not hold.

(6) f is not differentiable at any point in the Cantor set.

See [2, p. 671, [6, p. 86-101], [10, p. 381, [11, p. 140-141], [16, p. 87-90] and

[15] for more on the Cantor-Lebesgue function.

Remark 2.14. Recall from Section 1.11 that

C

Sy .
Y §raiel0,2hi=12,...¢.

i=1

It can be shown that if

then -~
f)=Y % with b;=4%.

In this sense, the Cantor-Lebesgue function converts the base three expansions

to base two expansions.

Let g:[0,1] — [0,2], g(x) = x + f(x). Then g(0) =0, g(1) =2, g € C([0,1]) is
strictly increasing and g([0,1]) =[0,2]. This implies that g is a homeomorphism,
that is, g is a continuous function from [0, 1] onto [0,2] with a continuous inverse
function. Since

) o0 2k-1 oo 2F-1
C=C= ([0,1]\ U Ik,i) =0,1\U U I,
k=0 k=1 j k=1 i=1

i=1
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where I}, ; are pairwise disjoint open intervals,

oo 2k—1
m*(g(C))=m" (g([0,1])\ Uu g(fk,i))

k=1 i=1
oo 2F-1 ~
=m*([0,2)-m* [ |J U gUri)| (g(k,;)is an interval)
k=1 i=1
2k-1 B _
=2- klim Z m*(g(Ik,i)) (g(},;) are pairwise disjoint)
% =1
2k_1

=2—klim Y m*y) (g)=x+ax; ¥V xely;)
=00 i3]

=2-m*([0,1]1\C)=2-1=1. (m*(C)=0)

Thus g maps the zero measure Cantor set C to g(C) set of measure one. Since

m(g(C)) >0, by Remark 1.82, there exists B c g(C), which is nonmeasurable with

respect to the one-dimensional Lebesgue measure. Let A = g7 1(B). Then A c C

and m(A) = 0. This implies that A is Lebesgue measurable. We collect a few

observations related to the Cantor-Lebesgue function below.

(1

(2)

3

(4)

(5)

The homeomorphism g maps the Cantor set C with m*(C) =0 to a set g(C)
with m*(g(C)) > 0.

THE MORAL: Sets of Lebesgue measure zero are not necessarily
mapped to sets of Lebesgue measure zero in continuous mappings.

The homeomorphism g maps a measurable set A to a nonmeasurable set
B.

THE MORAL: Lebesgue measurable sets are not necessarily preserved
in continuous mappings.

A is a Lebesgue measurable set that is not a Borel set. Assume for the
contradiction, that A is a Borel set. Then B = g(A) is a Borel set, since a
homeomorphism maps Borel sets to Borel sets (exercise). However, B is
not a Lebesgue measurable set, which implies that it is not a Borel set.
THE MORAL: There exists a Lebesgue measurable set that is not a
Borel set, compare with Corollary 1.74.

Since A c C, we conclude that the Cantor set has a subset that is not a
Borel set. The set A is Lebesgue measurable subset of the Borel set C with
m*(C) =0, but A is not a Borel set.

THE MORAL: Therestriction of the Lebesgue measure to Borel sets is

not a complete measure, see Definition 1.15.

XA ogl= xB, where the function yp is nonmeasurable, but the functions
x4 and g~1 are measurable functions, since A is a measurable set and g !
is continuous.

THE MORAL: A composed function of two Lebesgue measurable func-

tions is not necessarily Lebesgue measurable, compare with Lemma 2.7.
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(6) g~!is a Lebesgue measurable function for which (g71)"1(4) = B.
THE MORAL: The preimage of a measurable set under a measurable

function is not necessarily a measurable set, compare with Lemma 2.5.

2.4 Lipschitz mappings on R”

The Cantor-Lebesgue function showed that Lebesgue measurability of a set is not
necessarily preserved in continuous mappings. In this section we study certain
conditions for a function f : R® — R”, which guarantee that f maps Lebesgue

measurable sets to Lebesgue measurable sets.

Definition 2.15. A mapping f : R" — R” is said to be Lipschitz continuous, if
there exists a constant L such that

lf ()= (I <Llx -y
for every x,y € R™.

Remark 2.16. A mapping f :R" — R” is of the form f(x) = (f1(x),...,»(x)), where
x = (x1,...,%,) and the coordinate functions f; : R® — R for i = 1,...,n. Such
a mapping f is Lipschitz continuous if and only if all coordinate functions f;,

i=1,...,n, satisfy a Lipschitz condition
Ifi(x) = filyl < Ljlx—yl

for every x,y € R” with some constant L;.

Examples 2.17:

(1) Every linear mapping L : R” — R" is Lipschitz continuous.
Reason. Let A be the n x n-matrix representing L. Then
IL(x)— L(y)| = |Ax — Ayl = |[A(x — )| < [ Alllx —
for every x,y € R”, where |A|l = max{la;;|:i,j=1,...,n} n

(2) Every mapping f : R* - R", f =(f1,...,[r), whose coordinate functions
fi, i =1,...,n, have bounded first partial derivatives in R”, is Lipschitz

continuous.
Reason. By the fundamental theorem of calculus,
1g 1
fikx)—fi(y) = / a(fi((l —tx+ty)dt= / V£ i((l-tx+ty)-(y—x)dt.
0 0
This implies
1
Ifi(x) = fi(y)l < / IVFi((1=x +tyllx— yldt < sup |Vfi(2)llx -yl
0

z€eR™

for every x,y € R™. =
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Lemma 2.18. Assume that f :R” — R” is a Lipschitz continuous mapping. Then
m*(f(A)) =0 whenever m*(A) =0.

THE MORAL: ALipschitz mapping f :R" — R" maps sets of Lebesgue mea-

sure zero to sets of Lebesgue measure zero.

Proof Assume that m*(A) =0 and let € > 0. Then (exercise) there are balls
{B(x;,r;)}2; such that

o0 o0
Ac|JB(;,r) and Zm*(B(xi,ri))<£.
i=1 i=1

By the Lipschitz condition,
If (i) — f(WI<Llx; -yl <Lr;,
for every y € B(x;,r;) and thus f(y) € B(f(x;),Lr;). This implies

f@ e f(UB@s,ra) = U FBGi,r e B, Ly,
i=1 i=1 i=1

By monotonicity, countable subadditivity translation invariance and the scaling

property of the Lebesgue measure we have

m*(f(A)<m*

—

U B(f(xi),Lri)) <Y m*(B(f(x;),Lry)
1 i=1

=1

[e.0]
=L" Z m*(B(x;,r;))<L"¢.
i=1
This implies that m*(f(A)) = 0. d

Theorem 2.19. Assume that f : R" — R" is a continuous function which maps
sets of Lebesgue measure zero to sets of Lebesgue measure zero. Then f maps
Lebesgue measurable sets to Lebesgue measurable sets.

THE MORAL: Inparticular, a Lipschitz mapping f : R” — R” maps Lebesgue

measurable sets to Lebesgue measurable sets.

Proof. Let A cR" be a Lebesgue measurable set. Consider A, = A N B(0,k) with
m*(Ap) < oo for every k& =1,2,.... By Theorem 1.73 there exist compact sets
K;cA,,i=1,2,..., such that

o0
m*(Ak \ UKL) =0.
i=1

Since the set A can be written as

. lKi) U (Ak \gKl‘),

(@

A=

~
Il
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Figure 2.2: The image of a set of measure zero.

we have

f(Ap) = fj FEDUF(ARN GKL)
i=1 i=1

Since a continuous function maps compact set to compact sets and compact sets are
Lebesgue measurable, the countable union U2, f(K;) is a Lebesgue measurable
set. On the other hand, by Lemma 2.18 the function f maps sets of measure
zero to sets of measure zero. This implies that f(Az \ U2, K i) is of measure zero
and thus Lebesgue measurable. The set f(Aj) is measurable as a union of two
measurable sets. Finally
o
fA)=f ( U Az

k=1

):Gf(Ak)

k=1

is Lebesgue measurable as a countable union of Lebesgue measurable sets. O

Remark 2.20. If f :R" — R" is a Lipschitz mapping with constant L, then there
exists a constant ¢, depending only on L and n, such that

m*(f(A) <cm™(A)
for every set A cR” (exercise).

WARNING: Itisimportant that the source and the target dimensions are same
in the results above. There is a measurable subset A of R" with respect to the

n-dimensional Lebesgue measure such that the projection to the first coordinate
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axis is not Lebesgue measurable with respect to the one-dimensional Lebesgue
measure. Observe that the projection is a Lipschitz continuous mapping from R"

to R with the Lipschitz constant one.

Reason. Let B be a nonmeasurable subset of R. Then B x {0} is a Lebesgue
measurable set in B2, since the two-dimensional Lebesgue measure of B x {0}
is zero, but the projection B is not Lebesgue measurable with respect to the

one-dimensional Lebesgue measure. n

2.5 Limits of measurable functions

Next we show that measurability is preserved under limit operations on a sequence
(fi) of p-measurable functions f; : X —[—oc0,00], i = 1,2,.... We begin with a useful
remark related to preimages in the definition of measurable function.
Remarks 2.21:
(1) Note that
sup f;(x) > a <= 3i such that f;(x) > a,
i

sup fi(x) < a < 3k such that f;(x) <a — % for Vi,
i

sup f;(x) = 0o <= Vk 3i such that f;(x) > .

1

Thus
xeX: sgpf,-(x) >a)= Ejl{x eX: fi(x)>a},
i i=
{xe X :supfi(x) <a}= G ﬁ {xeX:fi)<a-13},
i k;li;l
freX: s1i1pfi(x) =oo} = kf;]lizul{x €X:fix)>k}.
Similarly
irilffi(x) <a < 3Ji such that f;(x) <a,
irilffi(x) > a < 3k such that f;(x) >a + % for Vi,
irilffi(x) = —0o <= Vk i such that f;(x) < —k.
Thus

xeX:inffi(x)<a} = | Jlxe X : filx) <al,
v 1

i

{xeX:fix)>a+3},

(@
DL

{xeX:sqpfi(x)<a} =

™
Il
—
-
I
-

B}
(@

{x € X :inff;(x) = —o0} = fxeX: fi(x)< -k}

™
Il
—
-
I
-
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All sets above are measurable if f; : X — [-o0,00], i = 1,2,..., are pu-
measurable functions.

(2) There is an advantage in considering strict inequalities above. For example,
sup; fi(x) > a if and only if f;(x) > a for some i. On the other hand, it is
not true that sup; f;(x) = a if and only if f;(x) = a for some i. For example,
consider a strictly increasing sequence (f;) such that f;(x) < a for every
i1=1,2,... and lim; . fi(x) = a. Then sup; fi(x) = a, but fi(x) < a for every
i=12,....

(3) Recall that

limsup f;(x) = inf(sup £;(x))

i—o0 J=l gj
and
liminff;(x) = supnff;(x)).
1—00 j=1 12]
Theorem 2.22. Assume that f; : X — [-oo,00], i = 1,2,..., are y-measurable

functions. Then

supf;, inff;, limsupf; and liminff;
i 4 i i—00

1—00

are p-measurable functions.

Proof. Since
(0]

{xEX:sqpfi(x)>a}= fxeX:fi(x)>a}

i=1
for every a € R, the function sup; f; is p-measurable. The measurability of inf; f;
follows from
inffi(x) = —sup(—f;(x))
i i

or from
oo

fxeX inffi(x)<al=J{xeX: fi(x)<a}
v i=1

for every a € R. The claims that limsup;_. ., f; and liminf;_., f; are y-measurable
functions follow immediately. O

Theorem 2.23. Assume that f; : X — [-o00,00], i = 1,2,..., are y-measurable
functions such that the sequence (f;(x)) converges for every x € X as i — co. Then

f=lim f;
1—00
is a p-measurable function.

THE MORAL: Measurability is preserved in taking limits. This is a very
important property of a measurable function.
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Proof. This follows from the previous theorem, since

f =limsupf; = hmmff,
[ —00 D

Remarks 2.24:
(1) Let x € X. Since the sequence (f;(x)) converges in R if and only if it is a

Cauchy sequence, we have

Jlim f;(x) eR < Ve >0 3k € N such that |f;(x) - fj(x)| <e Vi,j=k
1—00

< Ve >0 3k eN such that |f;4;(x)— fr(x) <€ Vi
< ¥m 3k €N such that |f}4;(x) - fr(x)| < £ Vi.

That is

xeX:3lim fi)eR = (| U N{reX :Ifpri) - frol < L}

1= m=1k=1i=1

—_

(2) By de Morgan’s law, we have
{xeX:Alim fi(x)eﬂQ}zX\{xeX:Ellim fi(x) e R}
1—00

{xeX :|fpri0) - frol < I}

—
4
Il
i
-~

Il
™
Y
(@
:)8

3
I
-
™
I
—
-
I
—

I

(@

s
(@
g &

{x e X t1fp+i(x) - fr®) < 1})

Il
s
B}

g
B}

{xeX | frvi(x)— fr(x)| < = })

3
I
—
ol
I
-
-
I
-

I
s
B}
(@

X\ fre X :1fpri@ - fr@] < })

3
I
-
ol
I
-
o
I
—

Il
s
B}
(@

{xreX :1fpri@ - fr0l = 55}

3
I
—
ol
il
-
o
I
—

(3) Observe that, for extended real valued functions, the set
{xe X :|fpri0) - fr)l < 1}

consists of points x € X at which |f,;(x) — fz(x)| exists and is less than
%. It may be an empty set. For example, if f7;(x) = f(x) = oo for every
x € X, then |fr,i(x)— fr(x)| does not exist for any x € X. However, if (f;(x))
converges in R, there exists £ such that f;(x) € R for every i = £ and

{reX |frri0)-fr@l< il #o

for every i.
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(4) We note that

lim f;(x) =00 <= Vm eN 3k e N such that f;(x)>m Vi=k

1—00

This implies

{xeX:lim fi(x) =00} = ) ({xeX : fryi(x) >m}.
=00 m=1k=1i=1

Similarly

xeX: llmf,(x)——oo = ﬁ xeX: fri(x)<-m}

i C8
&38

All sets above are measurable if f; : X — [-o0,00], i = 1,2,..., are u-
measurable functions. The set where the sequence does not converge
is also measurable, since it is the complement of the union of the sets
above.

Example 2.25. Assume that f :R — R is differentiable. Then f is continuous and
thus Lebesgue measurable. Moreover, the difference quotients

+1y-
gi(x)=w, i=12,...,

i
are continuous and thus Lebesgue measurable. Hence
f'=lim g;
1—00
is a Lebesgue measurable function. Note that f’ is not necessarily continuous.

Reason. The function f:R— R

flx)= {xQSm(%)’ x#0,

0, x=0,

is differentiable everywhere, but f’ is not continuous at x = 0. -

2.6 Almost everywhere

Sets of measure zero are negligible sets in the measure theory. In other words,
an outer measure does not see sets of measure zero. Sets of measure zero are
measurable with respect to an outer measure by Remark 1.6 (4), that is, an outer
measure is complete, see Definition 1.15. Thus sets of measure zero do not affect
measurability of a set (exercise). Measure theory is very flexible, but the price
we have to pay is that we obtain information only up to sets of measure zero by
measure theoretical tools.
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Definition 2.26. Let u be an outer measure on X. A property is said to hold
p-almost everywhere in X, if it holds in X \ A for a set A c X with u(A)=0. Itis
sometimes denoted that that the property holds p-a.e.

Remark 2.27. Almost everywhere is called “almost surely” in probability theory.

Examples 2.28:
(1) The function f : R — R, f(x) = ¥(0,00)(%), is continuous almost everywhere,
because the set of discontinuity {0} has Lebesgue measure zero.

(2) The function x — |x| is differentiable almost everywhere, because the set

of non-differentiable points {0} has Lebesgue measure zero.

(3) Many useful functions such as

sin(x)

fiR—R, flx)=

and f:R"—R,fx)=|x|"% a>0,

are defined only almost everywhere with respect to the Lebesgue measure.

(4) Let a > 0. The function f : R" — [—00,00],

_a7 O’
f(x):{m x#

oo, x=0,

is finite almost everywhere, because the infinity set f~1({oo}) = {0} has

Lebesgue measure zero.

Lemma 2.29. Assume that f : X — [-o00,00] is a y-measurable function. If g:
X — [-00,00] is a function with f = g py-almost everywhere in X, then g is a

p-measurable function.

THE MORAL: Sets of measure zero do not affect measurability of a function.
In case f = g p-almost everywhere, we do not usually distinguish f from g.
Measure theoretically they are the same function. To be very formal, we could

define an equivalence relation
f~g< f=g u-almost everywhere.

Proof Let A={xeX:f(x)#g(x)} and a € R. By assumption u(A) =0 and thus A

is a y-measurable set. Then

fxeX:glx)>al={xeA:glx)>alu{xe X\ A:g(x)>a}
=fxeA:gx)>alufxe X\ A:f(x)>al,

since g(x) = f(x) for every x € X \ A. We claim that both sets on the right-hand
side are p-measurable, which implies that {x € X : g(x) > a} is a y-measurable set

and, consequently, that g is a y-measurable function. Since

0<pu(xeA:gx)>al)<uA)=0,
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we have p({x € A : g(x) > a}) =0 and thus {x € A : g(x) > a} is a y-measurable set.
On the other hand, since f is a y-measurable function and X \ A is a y-measurable

set, we conclude that
xeX\A:f(x)>al={xeX:f(x)>a}n(X\A)
is a pg-measurable set. This completes the proof. a

Remark 2.30. All properties of measurable functions can be relaxed to conditions
that hold almost everywhere. For example, if f; : X — [-00,00], 1 =1,2,..., are
p-measurable functions and
f=lim f;
1—00
p-almost everywhere, then f is a y-measurable function. Moreover, if the functions
f and g are defined almost everywhere, the functions f + g and fg are defined
only in the intersection of the domains of f and g. Since the union of two sets of

measure zero is a set of measure zero the functions are defined almost everywhere.

Remark 2.31. We discuss property that holds almost everywhere on a measure
space (X, ,u), see Definition 1.13. A property of points of X is said to hold
p-almost everywhere in X, if there exists a set A € 4 with u(A) =0, such that
A contains every point at which the property does to hold. Consider a property
that holds p-almost everywhere, and let B be the set of points in X at which
it does not hold. Then it is not necessary that B € .4, but that there exists a
set A € 4 with Bc A and pu(A) =0. If p is a complete measure, then B € ./,
see Definition 1.15. Let (X, 4, ) be a measure space that is not complete, let
A € 4 be a set with u(A)=0 and let Bc A be a set with B¢ .#. Then f =0 and
g = xp satisfy f =g in X \ A and thus f = g y-almost everywhere in X. However,
f is a measurable function, but g is not. Thus Lemma 2.29 does not hold for
measures that are not complete. In addition, the sequence f; = 0 converges to
g p-almost everywhere as i — oo, so that the limit of measurable functions that
converge p-almost everywhere is not necessarily p-measurable. Recall that all
outer measures are complete by Remark 1.6 (4) and these problems do not occur.

2.7 Approximation by simple functions

Next we consider the approximation of a measurable function with simple func-
tions, which are the basic blocks in the definition of the integral.

Definition 2.32. A function f : X — R is simple, if its range is a finite set
{ai,...,a,}, n €N, and the preimages

flla)=lxeX: fx)=a;}

are u-measurable sets.
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THE MORAL: A simple function is a linear combination of finitely many
characteristic functions of pairwise disjoint measurable sets, since it can be

written as a finite sum

n
f=3 aixa,
i1

where A; = f"1({a;}). Remark 2.2 (3) and Theorem 2.13 imply that a simple

function is y-measurable.

WARNING: A simple function assumes only finitely many values, but the sets
A; = f"1({a;}) may not be geometrically simple.

Reason. The function f :R— R, f(x) = yo(x) is simple with respect to the one di-
mensional Lebesgue measure, but it is discontinuous at every point. In particular,
it is possible that a measurable function is discontinuous at every point and thus

it does not have any regularity in this sense. n

Figure 2.3: A simple function.

We discuss approximation properties of nonnegative measurable functions.

Theorem 2.33. Let f : X — [0,00] be a function. Then f is a uy-measurable
function if and only if there exists an increasing sequence (f;) of simple functions
fi,1=1,2,..., such that

fx)= ilirélo fi(x)

for every x € X.
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THE MORAL: Everynonnegative measurable function can be approximated
by an increasing sequence of simple functions. Thus simple functions are basic
building blocks in measure and integration theory.

Proof: For every i = 1,2,... partition [0,7) into i2¢ dyadic intervals

k=1 k Lol
Ii’kz 7,5), k:1,...,12’

of length 2—1l The intervals I;; form a partion of [0,i) into pairwise disjoint

intervals and _
02

[0,00] =[i,00)U | ] I; -
k=1

Note that every interval I;; in the ith generation is a union of two pairwise
disjoint intervals in the (i + 1)th generation.
Let
Aip=f )= {x eX:Elaf< g} E=1,...,i2,
and
A;=fFYli,co)={xe X : f(x) =i}

Lemma 2.4 implies that the sets A; ,, k=1,..., i2¢, and A; are y-measurable and
they form a pairwise disjoint partition of X, that is,

it

X=A;u U Ai,k-
k=1

The approximating simple function is defined as

28 g,
filx)=Y o XAy @)+ ixa, @)
k=1
Note that this function takes constant value kz;il onA;, k= 1,...,i2%, and i on

A;. By the construction, we have 0 < f;(x) < fj;+1(x) < f(x) for every x € X. This
shows that the sequence (f;) is increasing.

Recall that an increasing sequence converges in [0,00]. We claim that
lim fj(x) = f(x)
1—00
for every x € X. To this end, we observe that
i2t
f@-fi@l< g, if xelJAiz=keX:f(x)<i)
k=1
and
filx)=1i, if xeA;={xeX:f(x)=1i}.
Let £ > 0. If f(x) < 0o, there exists i, € N such that x € U22:1Ai,k ={xeX:f(x)<i}

for every i = i.. It follows that

If(x)—fi(x) < 2% <e¢ forevery 1= max{ig, %}.
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Figure 2.4: Approximation by simple functions.

This implies that f;(x) — f(x) for every x € {x € X : f(x) < oo} as i — 0co. On the
other hand, if f(x) = oo, then x €2, A;. Thus f;(x) =i for every i =1,2,... and
fi(x) = oo as i — oo. Thus f;(x) — f(x) for every x € X as i — oo.

Follows from the fact that a poitwise limit of measurable functions is

measurable, see Theorem 2.23. a

Remark 2.34. As the proof above shows, the approximation by simple functions is
based on a subdivision of the range instead of the domain, as in the case of step
functions. The approximation procedure is compatible with the definition of a
measurable function.

Next we consider sign-changing functions.

Corollary 2.35. The function f : X — [—o0,00] is a p-measurable function if and

only if there exists a sequence (f;) of simple functions f;, i =1,2,..., such that
f(x)=lim f;(x)
1—00
for every x € X.

THE MORAL: Afunction is measurable if and only if it can be approximated
pointwise by simple functions.
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Proof. We use the decomposition f = f* — f~. By Theorem 2.33 there are simple
functions g; and h;,i=1,2,..., such that

ff=limg; and f~ = limh;.
1—00

1—00
The functions f; = g; — h; do as an approximation. a

Remarks 2.36:
(1) The sequence (|f;]) is increasing, that is, |f;| < |fi+1]l < |f| for every i =
1,2,..., because |f;| = g; +h; and the sequences (g;) and (h;) are increasing.
(2) If the limit function f is bounded, then the simple functions will converge
uniformly to f in X.

(3) This approximation holds for every function f, but in that case the simple

functions may not be measurable.

2.8 Modes of convergence

Let us recall two classical modes for a sequence of functions f; : X - R, i=1,2,...,

to converge to a function f : X — R.
(1) A sequence (f;) converges pointwise to f, if
i) - F)l == 0
for every x € X. This means that for every € > 0, there exists i, such that

Ifi(x)—flx)l <€

whenever i = i.. Note that i, depends on x and ¢.

(2) A sequence (f;) converges uniformly to f in X, if

i—00

sup|fi(x)— f(x)] — 0.
xeX
This means that for every € > 0, there exists i, such that
Ifitx)—f(x)l <€

for every x € X whenever i = i.. In this case i, does not depend on x.

Example 2.37. A uniform convergence implies pointwise convergence, but the

converse is not true. For example, let f; :R — R,
x
filx)y==, i=1,2,...
i

Then f;(x) — 0 for every x € R, but f; does not converge uniformly to f in R.
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Reason. Lete>0,xeRand f:R—R, f(x)=0. Then

x|
Ifi(x) = fx)] = |fi(x)] = - <¢
whenever i =i, where i, is the smallest positive integer that is larger or equal
to I%I This shows that f;(x) — 0 for every x € R. Note that i, depends on x and «.
The sequence f; does not converge uniformly to f in R, since

sup|fi(x)— f(x)| = 0o
xeR
for everyi=1,2,.... []

THE MORAL: Auniform limit of continuous functions is continuous, that is,
continuity is preserved under uniform convergence. In contrast, continuity is not

preserved under pointwise convergence.

There are also other modes of convergence that are relevant in measure theory.
For simplicity we will discuss only real-valued functions. The discussion can be
extended to the case when f; : X —[—o00,00] and f : X — [—00,00] are y-measurable
functions with |f;| < oo and |f| < co p-almost everywhere in X for every i =1,2,....
In this case we consider a set A c X with pu(A) =0 such that |f;],i=1,2,..., and
|f| are finite in the complement of A and replace f; and f by g; = fixx\a and
g = yx\ag. This allows us to avoid expressions as |f;(x) — f(x)| when |f;(x)| or
|f(x)| is infinite.

Definition 2.38 (Convergence almost everywhere). A sequence (f;) converges
to f almost everywhere in X, if f;(x) — f(x) for pu-almost every x € X as i — oco. In
other words, there exists a set A ¢ X with u(X \ A) =0 such that f;(x) — f(x) for

every x € A as i — oo.

THE MORAL: Almost everywhere convergence is pointwise convergence

outside a set of measure zero.

Remark 2.39. f; — f almost everywhere in X if and only if for every £ > 0 there
exists a y-measurable set A ¢ X such that (X \ A) < ¢ and f; — f pointwise in A

as i — oo.

Reason. If f; — f almost everywhere in X, there exists a set A with u(A)=0
such that fj(x) — f(x) for every x € X\ A as i — oco. The set A satisfies the required
properties.

Assume that for every j=1,2,... there exists a y-measurable set A; c X
such that u(X\A;) < % and f;(x) — f(x) foreveryx € Ajasi —oo. Let A= U;?‘;IAJ.
Then

J=1

,u(X\A)zp(X\ fjAj) =u(ﬁ(X\Aj)) <uX\A)<1
J=1
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for every j=1,2,.... This implies that y(X\A)=0. Let x€ A = U;?‘;IAJ. Then
x € Aj for some j and fj(x) — f(x) as i — oo. This shows that f;(x) — f(x) for every
xe€Aasi—oo. (]

Definition 2.40 (Almost uniform convergence). A sequence (f;) converges al-
most uniformly to f in X, if for every € > 0 there exists a y-measurable set A ¢ X
such that (X \ A) < ¢ and f; — f uniformly in A as i — oo, that is,

sup|fi(x) = @) ==,

THE MORAL: Almost uniform convergence is uniform convergence outside a

set of arbitrarily small measure.

Remark 2.41. If f; — f almost uniformly in X, then f; — f almost everywhere in
X, see Remark 2.39.

Example 2.42. Let f; :10,1] - R, fi(x) = xt,i=1,2,...,and
0, O<sx<l1,
flx)=
1, x=1.

Then f;(x) — f(x) for every x € [0, 1], but the sequence (f;) does not converge to f
uniformly in [0, 1].

Reason. Let € >0 and x €[0,1). Then
Ifi(x)— @] = |fix) =2’ <e

whenever i =i, where i, is the smallest positive integer that is larger or equal

to %?éfc For x =1 we have |f;(x) — f(x)| = 0 < €. This shows that f;(x) — 0 for every

x €[0,1]. Note that i, depends on x and €. The sequence (f;) does not converge

uniformly to f in [0, 1], since

sup |fi(x)—fx)|=1

x€[0,1]
for every i =1,2,.... =
However, f; — f almost uniformly in [0, 1], since f; — f uniformly in every

[0,1—¢€] with 0 < & < 1. This example also shows that almost uniform convergence

does not imply uniform convergence outside a set of measure zero.

Definition 2.43 (Convergence in measure). A sequence (f;) converges to f in
measure in X, if

lim p(x e X :|f;(x) - f(x)| =€} =0

1—00

for every € > 0.
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THE MORAL: Itisinstructive to compare almost uniform convergence with
convergence in measure. If f; — f in measure isn X, then for every n,¢ > 0 there
exists aset A=A, .; with W(X\ A) <nand i, . such that |f;(x)— f(x)| < € for every
x € A whenever i = i, .. Note that the sets A; may vary with i, as in the case of
a sliding sequence of functions below. If f; — f almost uniformly in X, then for
every 7,€ > 0 there exist a set A = A, . < X such that /(X \ A) <7 and i, such
that |f;(x) — f(x)| < € for every x € A whenever i = i.. Almost uniform convergence
requires that a single set A will do for all sufficiently large indices, that is, the set
A does not depend on i.

Remark 2.44. 1If f; — f almost uniformly in X, then f; — f in measure in X.

Reason. For j=1,2,... there exists a y-measurable set A such that (X \A;) < %
and f; — f uniformly in A;. Let € > 0. There exists i, such that

sup |fi(x) - f(x)| <e,

x€Aj

whenever i = i.. This implies
ple e X :|fi@) - f@)| = eh < pX\Ap <3,
whenever i = i.. It follows that

limsup px € X : |fi(x) - fx)| = €}) < ;

i—00

By letting j — oo, we obtain

ilircr)lcu({x eX:|fi(x)-f(x) =€} =0.

Remark 2.45. The limit function is unique under convergence in measure, that is,
if (f;) converges in measure to f and (f;) converges in measure to g, then f =g
p-almost everywhere in X.

Reason. Let € >0. Then
If (x) = g(x)| = |f(x) — fi(x) + fi(x) — g(x)]
<|f(x) = f; o)l +fi(x) — g(x)].

This implies that if |f(x) — g(x)| = ¢, then |f(x) - f;(x)| = § or |f;(x) - g(x)| = §. To
see this assume that |f(x) - f;(x)| < § and | f;(x) — g(x)| < §. Then the display above
implies that |f(x) - g(x)| < § + § = £. Thus we have

fxeX:|f(x)—gx) =€}
clxeX:Ifix) - f@I = §lufxe X |fi(x)- gl = §}
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and consequently

pix € X 1 |f(x) - g(x)| = €})
<p(freX:Ifi@-F@I=> g} + u(fve X :1fi@) - g@)l > §}).

By letting i — oo, we have
px e X :|f(x) - gx)l =} =0.

The claim follows, since
reX: f)#gh=J{xeX If(x)-gx)l =1}
i=1
and thus

pxeX : f(x) # gx))) < Z,u({x eX:|f(x)—gkx) = %}) =0.
i=1 ]

Next we give examples which distinguish between the modes of convergence. In
the following moving bump examples we have X =R with the Lebesgue measure.

Examples 2.46:
(1) (Escape to horizontal infinity) Let f; :R — R,

fil®)=xpi+n®), i=12,...

Then f; — 0 everywhere and thus almost everywhere in R, but not uni-

formly, almost uniformly or in measure.

(2) (Escape to width infinity) Let f; :R — R,

1 .
fi(x) = ;X[O,i](x)’ 1=1,2,...

Then f; — 0 uniformly in R.
(3) (Escape to vertical infinity) Let f; : R — R,
filx) = i)([;,g_](x), 1=1,2,...

Then f; — 0 pointwise, almost uniformly and in measure, but not uniformly
in R.

(4) (A sliding sequence of functions) Let f; :[0,1]1 - R, i =1,2,..., be defined by
f2k+j(x):k;([l ﬂ](x), £=0,1,2,..., j=0,1,...,2%5-1.
ok’ ok

Then

limsupfi(x)=co and liminff;(x)=0
i—00 =00
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for every x € [0,1] and thus the pointwise limit does not exist at any point.

However,

):Lk_’_oo,()_

m(wel0,11: fop, @ = e =m [ &, 52 ]) = &

This shows that f; — 0 in measure on [0,1]. Note that there are several
converging subsequences. For example, f,:(x) — 0 for every x # 0, although

the original sequence diverges everywhere.

Figure 2.5: A sliding sequence of functions.

The next result shows that, for a sequence that converges in measure, a

converging subsequence, as in the sliding sequence of functions above, always

exists.

Theorem 2.47. Assume that f; — f in measure. There exists a subsequence (f;,)

such that f;, — f p-almost everywhere.

Proof. Choose i1 such that

ple e X :1fiy(x) - F@I = 1) < 3.

Assume then that i1,...,i; have been chosen. Choose i3 .1 > i such that

Let

plre X 1fip, @ - F@I= 551 < 54

Aj=U{reX:ifi,@-f@I=3}, j=12,..

~
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Clearly Aj,; cA; and denote A = ﬂ;‘;lAj_ For every j = 1,2,..., we have
o0
WA <pA)< Y, zik = 2%
k=)

and by letting j — oo we conclude u(A) = 0. By de Morgan’s law

X\A=X\NA4,=Jx\4)
j=1 j=1

{reX:|fi,0)- f) = +}

Il
(@
g
(@

~
]
—
ol
1l
~

(X \{xeX:Ifi,®) - f@)=1})

I}
N
s

~
I
—
4
Il
~

{xeX:Ifi,0)- ) < }.

Il
N
s

~
Il
—
bl
I
<

For every x € X \ A there exists j such that
Ifi, (%)= f(x)] < % for every k=j.
This implies that f;, (x) — f(x) for every x€e X \ A as k& — oo. a

Remark 2.48. The following assertions are valid for almost everywhere conver-

gence, almost uniform convergence and convergence in measure.

(1) The limit function f is y-measurable. See Theorem 2.23 and the discussion
in Section 2.6.
(2) The limit function f is unique up to a set of y-measure zero.

(3) Convergence is not affected by changing f; or f on a set of y-measure zero.

Remark 2.49. Convergence almost everywhere is called “convergence almost
surely” in probability theory and convergence in measure is called “convergence

in probability“.

2.9 Egoroff's and Lusin’s theorems

The next result gives the main motivation for almost uniform convergence.

Theorem 2.50 (Egoroff’s theorem). Assume that u(X) <oo. Let f; : X — [—00,00]
be p-measurable functions with |f;| < co p-almost everywhere for every i = 1,2,...
such that f; — f almost everywhere in X as i — oo and |f| < co p-almost every-

where. Then f; — f almost uniformly in X as i — oo.

THE MORAL: Almost uniform convergence and almost everywhere conver-

gence are equivalent in a space with finite measure.
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Figure 2.6: Comparison of modes of convergence.

Proof. Let € >0 and

(o]

App=UfreX:lfi-f@I> &}, k=12

1=J

As in Remark 2.24 we have
Jlim fij(x) = f(x) eR < Ve >0 Ji, € N such that |fi(x) - f(x)| <e Vi=i,
1—00
< Vk eN Jip €N such that |f;(x) — f(x)| S<oF Vz =1ip.

By a repeated application of de Morgan’s law, we have

eX:3lim fi(x) = f(x) € R = mum{xex Ifi@) - f@l < |

k=1j=1i=j

2
3

I}
3

N(X\{rex:1fi@-f@i> &)

o
Il
—
~.
1l
—
~
11
.
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I

—
<.
Il

—

1
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X\ fj{xeX:lfi(x)—f(x)l > zlk})
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(X\Ajk)—ﬂ(X\ﬂA]k)
k=1 j=1

_
I

[
.

1l

B

~
TCs L
18

>

Bl



CHAPTER 2. MEASURABLE FUNCTIONS 96

Since f; — f € R almost everywhere in X, we conclude that
oo o0
1% U ﬂ Aj’k =0.
k=1j=1
Since ﬂ?‘;lAJ-,k c UZ"Zlﬂ‘J’.‘;lAJ-,k for every k =1,2,..., we have
J=1

for every £ =1,2,.... Since Aj,1, < Aj; are u-measurable sets for every j,k =
1,2,... and u(X) < co, Theorem 1.22 (2) implies that

[o0]
lim w(A; ) =M(ﬂAj,k) =0
J—00 j=1
for every £ =1,2,.... Thus for every £ =1,2,... there exists j; such that

A1) < 557

LetA=X \UZO=1AJ'k,k' Then we have

/J(X\A) = ”(U Ajk,k) < Z “(Ajk,k) < Z 2k£+1 <E&.
k=1 k=1 k=1
By a repeated application de Morgan’s law, we have
[e.0] (o ole o] 1
A=x\UA;p=x\J U {reX:1fiw-r@i> %}
k=1 k=1li=jp

\

1=Jk

| (X \freX:1fiw-Fwl> &})

(o]

1l
D)
T

{xeX:Ifi(x)—f(x)| > 2%})

=
Il
—

I
s
DL

ol
Il

—
~
1l
~
B

Il
s
B}

| {reX:1fiw - Fwl < &}

ol
11

-
~
I
~
=

For every £ =1,2,... and i = j; we have

Ifi) - feo)l < &

9ok
for every x € A. This implies that f; — f uniformly in A with y(X \A) <e. a
Remarks 2.51:
(1) Egoroff’s theorem does not hold true without the assumption that |f| < oo

p-almost everywhere. For example, if |f;| < oo everywhere, but |f| = co on

a set of positive measure, then |f; — f| = oo on a set of positive measure.

(2) Egoroff’s theorem does not hold true without the assumption u(X) < co.
For example, let f; :R— R, fi(x)=7,i=1,2,.... Then f;(x) — 0 for every

x € R, but f; does not converge almost uniformly to f in R.
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Reason. We show that for some ¢ > 0 there does not exist Lebesgue mea-
surable set A c R with m(R\ A) < € such that (f;) converges uniformly in A.
Let 0 < e <ooand let A R be a Lebesgue measurable set with m(R\A) <e.
Then m(A) = co and thus A is unbounded. Since A is unbounded, there
exist xp € A, k=1,2,..., such that |x;| — oo as £ — oco. Thus

| |
sup|f;(ex) ~ f(xr)] = sup|fi(wy)] = sup—- = 0o
k k k
for every i = 1,2,.... This shows that (f;) does not converge uniformly
to f in the set {x; : £ =1,2,...} and, consequently, (f;) does not converge
uniformly to f in A containing the set {x; : £ =1,2,...}. =

(3) If w(X) = oo, we can apply Egoroff’s theorem for p-measurable subsets
A c X with u(A) <oco. As far as R”" is concerned, a sequence (f;) is said to
converge locally uniformly to f, if f; — f uniformly on every bounded set
A cR". Equivalently, we could require that for every point x € R” there
is a ball B(x,r), with r > 0, such that f; — f uniformly in B(x,r). Let us
rephrase Egoroff’s theorem for the Lebesgue measure, or a more general
Radon measure, on R”. Let (f;) be a sequence measurable functions with
|fi] < oo almost everywhere for every i = 1,2,... such that f; — f almost
everywhere in R” as i — oo and |f| < oo almost everywhere. Then for every
€ >0 there exists a measurable set A cR"” such that the measure of A is

at most € and f; — f locally uniformly in R* \ A.

Remark 2.52. Relations of measurable sets and functions to standard open sets

and continuous functions are summarized in Littlewood’s three principles.

(1) Every measurable set is almost open (Theorem 1.48 and Theorem 1.73).
(2) Pointwise convergence is almost uniform (Egoroff’s theorem 2.50).

(3) A measurable function is almost continuous (Lusin’s theorem 2.53).

Here the word “almost” has to be understood measure theoretically.

The following result is related to Littlewood’s third principle. We shall prove it
only in the case X =R", but the result also holds in more general metric spaces

with the same proof.

Theorem 2.53 (Lusin’s theorem). Let u be a Borel regular outer measure on
R", A c R" a u-measurable set such that y(A) < co and f : R" — [-o0,00] be a
p-measurable function such that |f| < oo p-almost everywhere. For every € > 0
there exists a compact set K < A such that y(A \ K) < ¢ and that the restricted

function f|x is a continuous function.

THE MORAL: Ameasurable function can be measure theoretically approxi-

mated by a continuous function.
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Remarks 2.54:
(1) The assumption u(A) < oo can be removed if the compact set in the claim

is replaced with a closed set.

(2) Lusin’s theorem gives a characterization for measurable functions.

Reason. Assume that for every i = 1,2,..., there exists a compact set
K, c A such that uy(A\K;) < % and f|g, is continuous. Let B = U‘i’ZlKi and
N =A\B. Then

Os,u(N)zp(A\B)zp(A\ GK)
i=1

:,u(ﬁ(A \Ki)) <uA\K;) < %
i=1

for every i =1,2,.... Thus u(N) =0. We have
{xeA:f(x)>al={xeB:f(x)>alufxe A\B:f(x)>a}

for every a € R. The set {x € B : f(x) > a} is p-measurable, since f is
continuous in B and {x € A\ B : f(x) > a} is y-measurable, since it is a set

of measure zero. This implies that f is p-measurable in A. m

Proof. By excluding the set {x € R"” : |f(x)| = oo}, which is of measure zero, we may
assume that f :R” — R. For every i =1,2,.., let B; j, j = 1,2,..., be pairwise
disjoint Borel sets such that

o0
UBL"J'Z[R and diam(Bi,j)<%.
i1

LetA; j=An f_l(Bi’j). The sets A; ; are y-measurable by Lemma 2.5. Moreover

A=Anf iR =ANnf" ([‘j l,)
Jj=1

=U(Aﬁf Y(B; ) = U1 i, i=1,2..
J: j=

Since (A) < oo, v = pulA is a Radon measure by Lemma 1.46. By Corollary
1.51, there exists a compact set K; j © A; j such that

V(A; j\K; )< 55

2l+]

Then

1 j=1

oG G

sv(G(A”\K”))

]_
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Since p(A) < oo, by Theorem 1.22 (2) we have
k k
lim p|A\N UK |=lim u[[(A\K; )
k—o0 J:]- k—oo .]:1
(e 9) &)
=u m(A\Ki,j) =u AN UKi,j < é
J=1 Jj=1

Thus there exists an index k; such that

ki
,U(A\ UKi,j) < %
j=1
As a union of finitely many compact sets, the set K; = U?LIK i,j is compact. For

every i,j, we choose a point a; j € B; ;. Then we define a function g; : K; — R by
gix)=a;j, when xeK;; j=1,.. .k;.
Since K; 1,...,K; ;, are pairwise disjoint compact sets, we have
dist(K; j,K;;)>0 when j#I.
This implies that g; is continuous in K; and

If(x)—g;(x)| < % for every x€K;,

oo
since f(K; ;)< f(A; j) < B; j and diam(B; ;) < % The set K = ﬂKi is compact and
i=1

HA \K)=u(A\ ﬁKi) :,u(G(A \Ki))

i=1 i=1

(0] [e.e] 1
< Z,u(A\KL-)<£Z§ =¢.
i=1 i=1
Since
[f(x)—gi(x)] < % forevery x€eK,i=1,2,...,
we see that g; — f uniformly in K. The function f is continuous in K as a uniform

limit of continuous functions. O

WARNING: Note carefully, that f|x denotes the restriction of f to K. Theorem
2.53 states that f is continuous viewed as a function defined only on the set K.
This does not immediately imply that ' defined as a function on A is continuous

at the points in K.

Reason. f:[0,1]1— R, f(x) = yg(x) is discontinuous at every point of [0,1]. How-
ever, fl,11ng = 1 and fo,11\¢ = 0 are continuous functions. It is an exercise to
construct the compact set in Lusin’s theorem for this function. n
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Keeping this example in mind, we are now ready to prove a stronger result.

Corollary 2.55. Let u be a Borel regular outer measure on R”, A c R* a u-
measurable set such that u(A) < oo and f : R* — [-0o,00] be a py-measurable
function such that |f| < co y-almost everywhere. Then for every € > 0 there exists

a continuous function f : R” — R such that
plix € A f(x) # f(x)}) <e.

WARNING : The corollary does not imply that there is a continuous function
f:R" — R such that f(x) = f(x) p-almost everywhere, see Example 3.34.

Proof. Let € > 0. By Lusin’s theorem 2.53, there exists a compact set K < A such
that u(A\K) < € and f|x is continuous. By Tieze’s extension theorem there exists
a continuous function ? :R" — R such that 7(x) = f(x) for every x € K. We refer to

[2] for Tieze’s theorem. Then
plx e A f(x) # ) < WANK) <e,

which implies the claim. d

Remarks 2.56:
(1) Tieze’s extension theorem holds in metric spaces. Let F be a closed subset
of a metric space X and suppose that f : F — R is a continuous function.
Then f can be extended to a continuous function f : X — R defined every-
where on X. Moreover, if |f(x)| < M for every x € F, then I?(x)l < M for
every x € X. See [2].

(2) It is essential in Tieze’s extension theorem that the set F' is closed.

Reason. The function f:(0,1] - R, f(x) = sin% is a continuous function on

(0,11, but it cannot be extended to a continuous function on [0, 1]. n
Example 2.57. Let A c R" be a Lebesgue measurable set with m(A) < co and

f = xa. By Theorem 1.73, for every € > 0, there exists a compact set K < A and an
open set G > A such that m(A\K)< § and m(G\ A) < §. As in Remark 1.32, let

dist(x,R* \ G)

f®)= @R NG+ At K

Then f is a continuous function in R” and
mx eR™: f(x) # f)) < m(G\K)=m(G\A)+ m(A\K) <e.

In this special case, the function in the previous corollary can be constructed

explicitly.



Integral is first defined for nonnegative simple functions,
then for nonnegative measurable functions and finally for
signed functions. Integral has all basic properties one
might expect and it behaves well with respect to limits,
as the monotone convergence theorem, Fatou’s lemma and
the dominated convergence theorem show.

Integration

3.1 Integral of a nonnegative simple func-
fion

Let A be a y-measurable set. It is natural to define integral of the characteristic
function of A as

/ xadup = uA).
X

The same approach can be applied for simple functions. Recall that a function

f : X — R is simple, if its range is a finite set {a1,...,a,}, n €N, and the preimages
fllah=txeX:fx)=a;

are pu-measurable sets, see Definition 2.32. A simple function is a linear combina-
tion of finitely many characteristic functions of y-measurable sets, since it can be

written as a finite sum

n
f:ZaiXAir nE,\L
i=1

where A; = f71({a;}). Remark 2.2 (3) and Theorem 2.13 imply that a simple
function is y-measurable. This is called the canonical representation of a simple
function. Observe that the sets A; are disjoint and thus for each x € X there is
only one nonzero term in the sum above.

Definition 3.1. Let u be a measure on X and let f = Z?:l a;xa; be the canonical
representation of a nonnegative simple function. Then

/f@m/Vummm=zmmmy
X X i=1

If for some i we have a; =0 and u(A;) = oo, we define a;u(A;) =0.

101
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THE MORAL: The definition of integral of a simple functions is based on a

subdivision of the range instead of the domain, as in the case of step functions.

This is compatible with the definition of measurable function.

Example 3.2. The function f :R— R, f(x) = yg(x) is simple with respect to the one

dimensional Lebesgue measure and fR fx)dx=0.

Remarks 3.3:

(1)
(2)

3

4)

(5)

For a nonnegative simple function f, we have 0 < f x fdu<oo.

If f is a simple function and A is y-measurable subset of X, then fy4 is a

simple function.

(Compatibility with the measure) If A is a p-measurable subset of X, then
Jxxadp=pA).

The representation of a simple function is not in general unique in the
sense that there may be several ways to write a function as a finite linear
combination of characteristic functions of pairwise disjoint measurable
sets. For example, yx = yx\a + xa for every py-measurable set A c X.
However, the definition of integral of a nonnegative simple function is

independent of the representation of the function.

Reason. Let f =Y"  a;xa,; be the canonical representation of a nonneg-
ative simple function f and let f = Z;":l bjx; be another representa-
tion, where b; are nonnegative real numbers and B; pairwise disjoint
p-measurable subsets of X with U;.": 1 Bj=X. Additivity of u on pairwise
disjoint p-measurable sets and the fact that a; =b; if A; N B; # @ imply

n

Y aip(A;) = _

M=
[\/Js

a;i(A;NBj)

~
I

=
.
I

—

s
5

~
]

> bjuA;nB))
1j=1

],u(A NnB;) = ZbJ,u(B ). |

~.
Il
-

I
M3z
I r«j:

If A is a p-measurable subset of X, then we define

/Afdu=/XfXAdu-

If f=3%7 ,a;xa, is the canonical representation of a nonnegative simple

function, then
n
/ fdu= Zaip(Ai NA).
A i=1

Observe that the sum on the right-hand side is not necessarily the canoni-
cal form of fy4. However, the integral of a nonnegative simple function is

independent of the representation.
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(6) If f and g are nonnegative simple functions such that f = g y-almost
everywhere, then | xfdu= [ x 8du. Note that the converse is not true.

(7 fX fdp=0if and only if f =0 p-almost everywhere.
Lemma 3.4. Assume that f and g are nonnegative simple functions on X.

(1) (Monotonicity in sets) If A and B are y-measurable sets with A c B, then
Jafdus< [gfdp.

(2) (Homogeneity) [yafdu=a [y fdu, a=0.

(3) (Linearity) [y(f +g)du= [y fdu+ [xgdp.

(4) (Monotonicity in functions) f < g implies [y fdu< [y gdp.

Proof. Claims (1) and (2) are clear. To prove (3), let

n m
/ fd,u:Zaiu(Ai) and /gd,u:ij,U(Bj)
X i=1 X j=1
be the canonical representations of f and g. We have X = U;‘:lAi = U;.": 1Bj- Then
f + g is a nonnegative simple function. The sets

Cij=A;nB;, i=1,...,n,j=1,...,m,

are pairwise disjoint and X = U}_, U, C; ; and each of the functions f and g are
constant on each set C; ;. Thus

(f+g)dp=Y > (aij+bju(C;;)
X i=1;=1

n m n m
= Z Zaiu(Ai ﬂBj)+ Z Z bj[,t(Ai ﬂBj)
i=1j=1 i=1j=1
m

=) a;jmA)+ ) bjuBj))
i=1 j=1

=/fdu+/gdu.
X X

To prove (4) we note that on the sets C; j =A;NnBj wehave f =a; <b; =g and
thus
n m n m
[ rau=3.3 amcip< 3.3 buciy= [ g

i=1j=1 i=1j=1

Remark 3.5. Since the sum in the representation of a nonnegative simple function
consists of finitely many terms, it is clear that integral inherits the properties of
measure. For example, if A;, i =1,2,... are y-measurable sets, then

/w fau<y [ fdu

1A i=1J4;
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and
o0
‘/ fFdu=Y | fdu
U2, A iz1J4;
if the sets A;, i =1,2,..., are pairwise disjoint. Moreover, if A; > A;,; for every i

and fAlfdp<oo, we have

| rau=pin [ rau
N2, A 1T0JA;

and finally if A; € A;,1 for every i, then

/ fdy:lim/ fdu.
U2, Ai 1T JA;

Reason. We only prove the last claim, since the other cases are similar (exercise).
Let

n

f= Z QjX{xeX:f(x)=a,}
Jj=1

By Theorem 1.22 (1), we have

/U%Ai fdu= iaj,u({xe QA" :f(x):aj})

j=1
= Zaj lim p(ix€ A; : f(x)=a;})
j=1 1—00

n

= lim aj,u({xeA,-:f(x)zaj})z_lim/ fdu. n
l*’OOj:]- 1—00 Ai

3.2 Integral of a nonnegative measurable
function

Integral of an arbitrary nonnegative measurable function is defined through an

approximation by simple functions.

Definition 3.6. Let f : X — [0,00] be a nonnegative y-measurable function. Inte-

gral of f with respect to u is

/fd,u:sup{/ gd,u:gissimpleandOsg(x)sf(x)foreveryxeX}.
X X

A nonnegative function is integrable, if

/fd/.t<oo.
X
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THE MORAL: Integral is defined for all nonnegative measurable functions.

Observe, that integral may be infinite.

Remarks 3.7:
(1) As before, if A is a y-measurable subset of X, then we let

| rau= [ xatan

Thus by taking the zero extension, we may assume that the function is
defined on the whole space.

(2) The definition is consistent with the one for nonnegative simple functions.
3) If u(X) =0, then fodu =0 for every f.

We collect a few basic properties of integral of a nonnegative function below.
Lemma 3.8. Let f,g:X — [0,00] be p-measurable functions.

(1) (Monotonicity in sets) If A and B are p-measurable sets with A c B, then

/Afd,us/deu.

(2) (Homogeneity) [yafdu=a [y fdu,a=0.

(3) (Linearity) [y (f +g)du= [y fdu+ [xgdp.

(4) (Monotonicity in functions) f < g implies [y fdu< [y gdp.
(5) (Tchebyshev’s inequality)

1
,u({xEX:f(x)>a})s—/fd,u
aJx

for every a > 0.

WARNING: Some of the claims do not necessarily hold true for a sign changing
function. However, we may consider the absolute value of a function instead. We
shall return to this later.

Proof. Follows immediately from the corresponding property for nonnegative
simple functions.

Ifa =0, then

/(0f)du=/0du=0=0/ fdu.
b'¢ b'¢ b'e

Let then a > 0. If g is simple and 0 < g < f, then ag is a nonnegative simple
function with ag <af. It follows that

a/gd,uz/agdus/afdu.
X b'e b'¢
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Taking supremum over all such functions g implies that

a/ fd,us/afdu.
b'¢ b'¢

The reverse inequality follows by applying the inequality above, since

/afd,uza(l/afd,u)Sa/ 1(atf)d,uzaz/ fdu.
X aJx xa X

Exercise, see also Remark 3.14 (2) below.

Let h be a simple function with 0 < A(x) < f(x) for every x € X. Then
0 < h(x) < g(x) for every x € X and thus [y hdp < [y gdp. By taking supremum
over all such functions h we have [y fdu< [y gdp.

m Since f = aYixex:f(x)>a), We have

a,u({xEX:f(x)>a})=/ ax{xeX:f(x»a}dHS/ fdp.
x X

Lemma 3.9. Let f : X — [0,00] be a p-measurable function.

(1) (Vanishing) [ x fdp=0if and only if f = 0 p-almost everywhere.

(2) (Finiteness) |- x [ du<ooimplies f < oo p-almost everywhere.

WARNING: The claim (1) is not necessarily true for a sign changing function.
The converse of claim (2) is not true: f <oco py-almost everywhere does not imply
that [y fdu <oo.

Proof. Let

Ai={xeX:f)>1}, i=12,...

By Tchebyshev’s inequality in Lemma 3.8 (5), we have

Os,u(Ai)si/ fdu=0
X

which implies that p(A;) =0 for every i =1,2,.... Thus
(o]

u({xeX:f(x)>0})=u(UAi)< WA =0.
i=1

Since u({x € X : f(x) > 0}) = 0, we have

o- | codyi= [ cotuexsiwmoduz [ fduzo.
{xeX:f(x)>0} X X

Thus f x fdi=0. Another way to prove this claim is to use the definition of
integral directly (exercise).
By Tchebyshev’s inequality in Lemma 3.8 (5), we have
i—00

1
plxeX  f(x)=ooh) s p{xe X : f(x)>1i}) < ?/ fdu——-0,
b'¢

since [y fdu<oo. ]
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Lemma 3.10. Let f,g:X — [0,00] be yu-measurable functions. If f = g p-almost

/deu=/ngu-

THE MORAL: Aredefinition of a function on a set of measure zero does not

everywhere then

affect the integral.

WARNING: The converse of the claim does not hold: fX fdu= fngu does not
in general imply that f = g y-almost everywhere. However, if f afdu= f 48du
for every p-measurable set A, then f = g y-almost everywhere (exercise).s

Proof. Let N ={xeX : f(x) # g(x)}. Then u(N) =0 and thus

/fd,u:O:/gdp.
N N
It follows that

/fdu= fdu+/fdu= fdu
X X\N N X\N

=/ gdu=/ gdu+/gdu=/gdu- O
X\N X\N N X

3.3 Monotone convergence theorem

Assume that f; : X — [0,00], i = 1,2,..., are y-measurable functions and that
fi — [ either everywhere or p-almost everywhere as i — co. Then f is a p-

measurable function, see Section 2.6. Next we discuss the question whether

/.hmfidﬂ:lim/fidﬂ-
Xl—’OO 1—00 X

In other words, is it possible to switch the order of limit and integral? We begin
with moving bump examples that we have already discussed in Example 2.46.
Examples 3.11:

(1) (Escape to horizontal infinity) Let f; :R — R,

file) = xui+n(x), i=12,...

Then lim;_.o fi(x) =0 as i — oo for every x € R, but

/limfidmz/0dm=0<1=m([i,i+1])=_lim fidm.
R i—00 R =0 JR
(2) (Escape to width infinity) Let f; :R — R,
1 .
filx) = ;X[o,i](x), i=1,2,...
Then f; — 0 uniformly in R, but

/hm fidm = 0dm=0<1=21m(0,i)= 1im/fidm.
Rl—>00 [0700) 1—00 R
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(3) (Escape to vertical infinity) Let f; : R — R,
filx)= i}([;’g_](x), 1=1,2,...

Then lim;_ o fi(x) = 0 for every x € R, but

/_1imf,~dm=/0dm=0<1=im([%,%])=1im fidm.
R R R

1—00 1—00

(4) Let f; :R—R, fi(x) = %, i=1,2,... Then lim;_, f;(x) = 0 for every x € R,
but
/hm fidm=0<o0o=1im | fidm.
R

1—00 I—00 R
This example shows that the following monotone convergence theorem

does not hold for decreasing sequences of functions.

The next convergence result will be very useful.

Theorem 3.12 (Monotone convergence theorem). If f; : X — [0,00] are y-meas-
urable functions such that f; < f;+1,i=1,2,..., then

/.ﬁmfid#:.lim/fidu
XL_’OO 1—00 X

THE MORAL: The order of taking limit and integral can be switched for an
increasing sequence of nonnegative measurable functions. This tells that mass is

preserved in a pointwise increasing limit of nonnegative functions.

Remarks 3.13:

(1) It is enough to assume that f; < fj+1 almost everywhere.
(2) The increasing limits

lim f; and lim [ f;du

1—00 1—00 X

exist, but may be infinite.

(3) Inthe special case when f; = y4,, where A; is y-measurable and A; c A;.1,
the monotone convergence theorem reduces to the upwards monotone

convergence result for measures, see Theorem 1.22 (1).

Proof Let f =lim;_ f;. Theorem 2.23 implies that the function f is y-measurable.

By monotonicity and the definition of integral, we have

/fidﬂs/fwldﬂs/fdﬂ
X X X

for every i = 1,2,... This implies that the limit exists and

tim [ fidus [ fdu
1—00 X X
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To prove the reverse inequality, let g be a nonnegative simple function with
g<f.Let0O<t<1and

Ai=fxeX:fix)=tglx), i=12,...

By Lemma 2.10 and Lemma 2.4, the sets A; are y-measurable and A; c A;.;,
i=12....

Claim: U2, A; =X.

Reason. [c|Since A;cX,i=1,2,..., we have U?, A; c X.

For every x € X, either f(x) < tg(x) or f(x) > tg(x). If f(x) < tg(x), then
f(x) <tg(x) <tf(x) and, since 0 <¢ <1 and 0 < f(x) < g(x) < oo, we have f(x) =
0. In this case x € A; for every i = 1,2,.... In the other hand, if f(x) > tg(x),
then f(x) = lim;_ o fi(x) > tg(x). Thus there exists i such that f;(x) > tg(x) and
consequently x € A;. This shows that x € 2, A; for every x € X. n

/fidw/ fidu>/ tgdu=t/ gdu
X A; A; A;

i_'—°°>t/ gduzt/gdu.
Ue, A X

i=14%

Thus

Here we used the measure properties of the integral of nonnegative simple func-
tions, see Remark 3.5. It follows that

1—00

lim f,-dp?t/ gdu.
b'¢ b'¢

By taking the supremum over all nonnegative simple functions g < f we have

tim [ fidut [ fau
1—00 X X

and the claim follows by letting ¢ — 1. a
Remarks 3.14:

(1) By Theorem 2.33 for every nonnegative p-measurable function f there

exists an increasing sequence fj, i =1,2,..., of simple functions such that
f(x) = lim f;(x)
1—00

for every x € X. By the monotone convergence theorem we have

/fdu=lim/fidu'
X I—oJx

Conversely, if f;, i =1,2,..., are nonnegative simple functions such that
fi <fi+1 and f =1lim; . f;, then

/ fdp=lim [ fidpu.
X X

1—00

Moreover, this limit is independent of the approximating sequence.
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(2) Let f,g:X —[0,00] be p-measurable functions. Let (f;) be an increasing
sequence of nonnegative simple functions f;, i =1,2,..., such that f;(x) —
f(x) for every x € X as i — oo and let (g;) be an increasing sequence of
nonnegative simple functions g;, i = 1,2,..., such that g;(x) — g(x) for
every x € X as i — oo, see Theorem 2.33. Then

fx)+glx) = ilirglo(fi(x) +gi(x))

and the monotone convergence theorem implies
|+ odn= [ timi+ g
X X 1—00

=lim [ (fi+gidu
X

1—00

=lim [ fidu+lim [ gidp
X I—oJx

1—00

=/fd,u+/gdu.
X X

This shows the approximation by simple functions can be used to prove

properties of the integral, compare to Lemma 3.8.

Example 3.15. The monotone convergence theorem can be used to compute limits

of certain nonnegative integrals.

(1) Consider
dx.

ot
illrgo/o 1+ivx
Let f; :[0,1] - R, )
i
1+iyx
for every i = 1,2,.... Note that 0 < f;(x) < fj+1(x) for every 0 <x <1 and

filx) =

i=1,2,.... The monotone convergence theorem implies

1 1 1
lim / ' _dx-= lim | fi(x)dx= / lim f;(x)dx
/0 0 0

i— 1+iyx i—o0 i—o0
1 i 1 1
= lim —dx= lim < dx
0 L—'OO]_+L\/_’)_C 0 L—'007+\/g_c
1
1
= —dx=2.
|
(2) Consider
oo —xt
lim dt

=0+ Jo 1+t2 7
Note that lim,_.o4 f(x) exists if and only if lim f(x;) exists for all decreas-
ing sequences (x;) with x; \ 0 and is indepel;(ci)Znt of the sequence. Let (x;)
be such a sequence and let
o %it

fi(t):m
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for every t =0 and i = 1,2,.... Since (x;) is a decreasing sequence, we have
0 < fi(t) < fi+1(t) for every ¢ =0 and i = 1,2,.... We can thus apply the

monotone convergence theorem, use the fact that lim x; = 0 and continuity
1—00
of elementary functions to obtain

00, —Xx;t (o]

(o)
) i [ e [ i
tim [ free=fim [ 0= [ im o

00 e—xit 00 eO
:/ lim 3 dtz/ 3 dt
o i—ocol+t o 1+t

o0 1 o0
=/ dt =arctant
0 1+t2

In the examples above we assumed that the familiar rules for computing integrals

t=0

l\"_l S

hold. This is a consequence of the fact that Lebesgue integral is equal to Riemann

integral for bounded continuous functions, see Section 3.9.

Corollary 3.16. Let f; : X — [0,00], i = 1,2,..., be nonnegative py-measurable
functions. Then

Y fidu=) [ fidp.
xi X

i=1

THE MORAL: The order of taking sum and integral can be switched for
a sequence of nonnegative measurable functions. In other words, a series of

nonnegative measurable functions can be integrated termwise.
Proof. Let s, =f1+---+fn=2%", fi be the nth partial sum and
[e.°]
f= nh_{gosn = ;—Zlfl

The functions s,, n = 1,2,..., form an increasing sequence of nonnegative u-
measurable functions. By the monotone convergence theorem

/fdp:/ limsnduzlim/sndu

n o0
= lim Z fidu= Z fidu. a
nTeeim1JX i=1JX
Remark 3.17. Let f be a nonnegative y-measurable function on X. Let

V(A) = / fdu
A

for any y-measurable set A. Then v is a measure.

Reason. It is clear that v is nonnegative and that v(g) = 0. We show that v is
countably additive on pairwise disjoint y-measurable sets. Let A;, i =1,2,..., be
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pairwise disjoint y-measurable sets and let f; = f y4,. By Corollary 3.16, we have
Zv(A )= Z | fidu= / Zﬁdu / ZfXA du

L
=/fZXAidN=/fXU‘i’§1Aidﬂ
x 0 X

/U""A

i=144

(o0}
fdu=v{UA4i|. -
i=1

This provides a useful method of constructing measures related to a nonnegative
density function f.

THE MORAL: An integral can be computed by partitioning a set into a
countably many pairwise disjoint measurable sets or representing a set as a
countable union (or intersection) of measurable sets.

3.4 Fatou’s lemma

The next convergence result holds without monotonicity assumptions.

Theorem 3.18 (Fatou’s lemma). If f; : X —[0,00],i =1,2,..., are y-measurable

functions, then

/hmlnffldp<hm1nf/ fidu.
X

1—00

THE MORAL: Fatou’slemma tells that mass can be destroyed but not created
in a pointwise limit of nonnegative functions as the moving bump examples show.
Remarks 3.19:

(1) The power of Fatou’s lemma is that there are no assumptions on the
convergences. In particular, the limits

lim f; and lim fldu

1—00 i—00
do not necessarily have to exist, but the corresponding limes inferiors exist
for nonnegative functions.

(2) The moving bump examples show that a strict inequality may occur in
Fatou’s lemma. By considering the moving bump example with a negative
sign, we observe that the nonnegativity assumption is necessary.

Proof. Recall that

hmlnffl(x) = sup(inff;(x)) = lim (inff;(x)) = hm gj(x)
j=1 i=J Jj—oo i)
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where g; =inf;;; f;. The functions g, j = 1,2,..., form an increasing sequence of

p-measurable functions. By the monotone convergence theorem

/li_minffidp:/ lim gjdu
X i—oo X Jj—oo

=lim [ g;du
X

J—o0

< 1iminf/ fidu,
X

1—00

where the last inequality follows from the fact that g; < f;. a

3.5 Infegral of a signed function

The integral of a signed function will be defined by considering the positive
and negative parts of the function. Recall that f™ = max{f,0} =0 and f~ =
—min{f,0} =0 and f = f* - f~. By Lemma 2.12 a function f : X — [~o00,00] is
p-measurable if and only if f* and f~ are y-measurable.

Definition 3.20. Let f : X — [—o0,00] be a py-measurable function. If either
Jxf du<ooor [y f"du<oo, then the integral of f in X is defined as

[ rau=[ rrau- [ r-an

Moreover, the function f is integrable in X, if both f x [~ du<ooand f xfrdu<oo.
In this case we denote f € LY(X; ).

THE MORAL: Theintegral can be defined if either positive or negative parts

have a finite integral. For an integrable function both have finite integrals.

Remark 3.21. (Triangle inequality) A function f is integrable if and only if |f| is
integrable, that is, f x |[fldu <oo. In this case, we have

‘/ fdu s/ Fldp.
X X

THE MORAL: feL'(X;p) <= [xIfldu<oco.

Reason. Assume that f is integrable in X. Since |f| = f* +f~ and integral is

linear on nonnegative functions, we have

/leldu=/Xf+du+/Xf‘dp<oo.

It follows that |f| is integrable in X.
Assume that |f| is integrable in X. Since 0< f* <|f|and 0< f~ < |f| we

have
/f+du</|f|du<oo and /f_d,us/lfldu<oo.
X X X X
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It follows that f is integrable in X.

Moreover,

'/ fdu‘=‘/ f+du—/f‘du /f+du /f‘du‘
X X X X X

- [ fraue [ frap= [t eridu= [ e .

< +

Remarks 3.22:
) Iffe Ll(X;u), then |f]| € Ll(X;u) and by Lemma 3.9 we have |f| < co
p-almost everywhere in X.

(2) (Majorant principle) Let f : X — [-o0,00] be a u-measurable function. If
there exists a nonnegative integrable function g such that |f| < g p-almost
everywhere, then f is integrable.

Reason. fXIfId,ustgdu<oo. -

(3) A measure space (X,.#,u) with u(X) = 1 is called a probability or sam-
ple space, u a probability measure and sets belonging to .4 events. A
probability measure is often denoted by P. In probability theory a measur-
able function is called a random variable, denoted for example by X. The
integral is called the expectation or mean of X and it is written as

EX)= /X(w)dP(w).

Next we give some examples of integrals.
Examples 3.23:
(1) Let X =R™ and pu be the Lebesgue measure. We shall discuss properties of
the Lebesgue measure in detail later.

(2) Let X =N and p be the counting measure. Then all functions are p-
measurable. Observe that a function f : N — R is a sequence of real
numbers with x; = f(i), i =1,2,.... Then

() o0
| ran=3%ro=%
X i=1 i=1
and f € LY(X;p) if and only if

/|f|du=§|f<i>|<oo.
X i=1

In other words, the integral is the sum of the series and integrability

means that the series converges absolutely.

(3) Let x9 € X be a fixed point and recall that the Dirac measure at xy is

defined as
1, X0 € A,
uA) =

0, xp¢A.
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Then all functions are py-measurable. Moreover,
| rau=reo
X
and f € LY(X;p) if and only if

/ Ifldp=1f(xo)l < oo.
X
Lemma 3.24. Let f,g:X — [—00,00] be integrable functions.

(1) (Homogeneity) [yafdu=a [y fdu, acR.

(2) (Linearity) [y(f +g)du= [y fdu+ [xgdp.

(3) (Monotonicity in functions) f < g implies [y fdu< [y gdp.
(4) (Vanishing) u(X) = 0 implies [y fdu=0.

(5) (Almost everywhere equivalence) If f = g y-almost everywhere in X, then
fxfd/J: fngﬂ'

WARNING: If A and B are pg-measurable sets with A c B, then it does not in

general follow that
/ fdu< / fdu.
A B

Thus monotonicity in sets does not necessarily hold for sign-changing functions.

Remark 3.25. Since f, g € L(X;u), we have |f| < co and |g| < oo y-almost every-
where in X. Thus f + g is defined p-almost everywhere in X.

Proof: Ifa=0,then (af)" =af" and (af)” =af~. This implies

/(af)+du:a/ ffdy and /(af)_du:a/ fdu
X X X X

The claim follows from this. If a <0, then (af)* =(-a)f~ and (af)” =(-a)f* and
the claim follows as above.
Let h = f +g. Then h is defined almost everywhere and measurable. The

pointwise inequality |h| < |f|+|g| implies

/HMdus/Hﬂdu+/ﬂadu<m
X X X

and thus 4 is integrable. Note that in general A* # f* + g*, but
R*—h"=h=f+g=f"~f +g"~g

implies
M +f +g =h +f"+g".
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Both sides are nonnegative integrable functions. It follows that

/h*d,u-i—/ffd,u+/g7d,u:/h7du+/f*du+/g+dp
X X X X X X

and since all integrals are finite we arrive at

/hdyz/h+du—/h_du
X X X
=/f+du—/f‘du+/g+du—/g‘du
X b b X
:/fdy+/gdp.
X X

[(3)](1) and (2) imply that g - f > 0 is integrable and

/ng,u:/xfd,u+/x(g—f)du>/xfdp.

w(X) =0 implies fX ffdu=0and fo_ dp =0 and consequently fodu =
0.
If f = g p-almost everywhere in X, then f* = g* and f~ = g~ p-almost

everywhere in X. This implies that

/f*du=/g+du and /f‘du=/g‘du,
X X X X

from which the claim follows. ]

3.6 Dominated convergence theorem

Now we are ready to state the principal convergence theorem in the theory
of integration. The power of the theorem is that it applies to sign changing
functions and there is no assumption on monotonicity, compare with the monotone

convergence theorem and Fatou’s lemma, see Theorem 3.12 and Theorem 3.18.

Theorem 3.26 (Dominated convergence theorem). Let f; : X — [-00,00],i =
1,2,..., be u-measurable functions such that f; — f p-almost everywhere as i — oo.
If there exists an integrable function g such that |f;| < g u-almost everywhere for

every i =1,2,..., then f is integrable and

| rau=tim [ fidp.
X =0 Jx

THE MORAL: The order of taking limits and integral can be switched if there
exists a dominating function g with f x |81dp < oo. Observe that the same g has
to do for all functions |f;|. In other words, mass is preserved under dominated

convergence. The integrable dominating function shuts down the loss of mass.
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Remark 3.27. As the moving bump examples show, see Examples 3.11, the as-
sumption on an integrable dominating function is necessary. Indeed, an integrable

dominating function does not exist in the moving bump examples.
Proof. Consider the set

N ={x € X :liminff;(x) # f(x)} U {x € X :limsup f;(x) # f ()}

1—00

ullxe X :Ifix)]l > g ufx € X : g(x) = oo},
i=1

where the limit lim;_, fi(x) does not exist or |f;(x)| > g(x) for some i. Then
H(IN)=0 and
£ @) = lim |fi(x)| < g() <00

for every x e X \ N. It follows that

/Ifldllz/ Ifldus/ gd,uz/gdu<oo
X X\N X\N X

and thus f € LY(X;p). Since |f;(x)| < g(x) for every x € X \ N, as above, we conclude
that f; € LY(X; ) for every i =1,2,....
Let

Ifilx)—f(x)], x€eX\N,
gi(x)=
0, x€N,

and A =|f|+g. Then

/hdu=/(|fl+g)du=/ Ifldu+/gdu<00-
X X X X

Thus h € LY(X; ) and

h(x)—gi(x) = f(x) + g(x) = |fi(x) — f(x)|
= |f ()| + gx) = (fi()| + If ()
=gx)—1|fi(x) =0

for every x e X \ N.
Since g;(x) — 0 for every x € X as i — oo, Fatou’s lemma, see Theorem 3.18,

implies

/hd,uz/li_minf(h—gi)du
X X 1—00

sliminf/ (h—gi)dp
X

1—00

=/hdy—limsup/ gidu.
X i—oo JX
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Since [y hdp < oo, we conclude that

limsup/ gidu<0.
X

1—00

Since g; =0, we have

0= lim gidu=.1im/|fi—fldu.
X I—ooJx

i—00
It follows that

[ rian- [ rau|=| [ i-par< [ ihi-riau—o
as 1 — oo. a
Remarks 3.28:

(1) The proof shows that
lim / \fi— fldu=0.
i—oo Jx

This is also clear from the dominated convergence theorem, since |f; — f| —
0 p-almost everywhere and |f; — | < |fi| +|f] <2g. Thus

lim |fi—f|dﬂ=/1im|fi—f|dﬂ=0-
1—00 X Xl—'w

In other words, the dominated convergence theorem upgrades pointwise
convergence to L' convergence.

(2) The result is interesting and useful already for the characteristic functions
of measurable sets.

(3) Assume that u(X) <oo and f; : X — [-oc0,00], i =1,2,..., are y-measurable
functions such that f; — f p-almost everywhere as i — oco. If there exists
M < oo such that |f;| < M p-almost everywhere for every i =1,2,..., then
f is integrable and

1—00

/ Fdu=1lim | fidp.
b'¢ X
Reason. The constant function g = M is integrable in X, since u(X) <oco.m

(4) Assume that u(X) <oo and f; : X — [-o0,00], i =1,2,..., are integrable
functions on X such that f; — f uniformly in X as i — co. Then f is
integrable and

/ fdp=lim [ fidp.
X X

1—00
We leave this as an exercise.
(5) We deduced the dominated convergence theorem from Fatou’s lemma and

Fatou’s lemma from the monotone convergence theorem. This can be done
in other order as well.
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Remark 3.29. We have the following useful results for a function f € L1(X;pu).

Compare these properties to the corresponding properties for nonnegative mea-

surable functions.

(1

(2)

(Countable additivity) If A;, 1 =1,2,..., are pairwise disjoint y-measurable

sets, then

[ rau=% ] rau
Uz 4i

i=1JA;

Reason. Let s, = Z?:l fxa;,, n=12,..., and denote A =72, A;. Then

sp — [ x4 everywhere in X as n — oo. By the triangle inequality

[spl=

ileA

n o0
<Y Iflxa, <D Iflxa, = If1xue, 4, <IfI
i-1 i=1

for every n =1,2,..., where f € L1(X;u). By the dominated convergence

theorem

| rau=[ fradu= [ lims,an
Ux,4; X xnTe

= lim Xsnduzr}i_’rgoiz/ fdu= Z fdu

n—oo

The last equality follows from the fact that the series 3.7°; / A fdu con-

verges absolutely, from which it follows that it converges. To conclude this,
we note that

>

i=

[ raul<¥ [ iniaus [ ifidp<co
11JA; i=1JA; A

for every n =1,2,... and consequently
/ fdu

L renltm ],

< 00.

(Downwards monotone convergence) If A; is y-measurable, A; > A;,q,

1=1,2,..., then
/ fdp:lim/ fdu.
N, A; i—o0 Ja;

=171
Reason. Let f; = fxa, and denote A = ﬂ;?glAi. Then |f;| < |f], for every
i=1,2,..., fe LNX;u) and f; — fya everywhere in X as i — co. By the

dominated convergence theorem

/ fd#:/fXAdH:/ lim f;dp
N2, A; X X i—oo

~tim [ fidp=lim /A Fdp. .

1—00
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3

4)

(Upwards monotone convergence) If A;, i =1,2,..., are y-measurable and
A;cA;i1,1=1,2,..., then

/ fdp:lim/ fdu.
U2, A; 170 JA;

Reason. Let f; = fxa, and denote A = U‘i’ilAi. Then |f;| < |f], for every
i=1,2,..., f e LY(X) and f; — fxa everywhere in X as i — co. By the

dominated convergence theorem

/ fdu=/fodu=/ lim fidu
UX, A X X i~

~tim [ fidp=lim /A Fdu. .

I—00

(Infinite series) Let f; € LI(X;[J,), 1=1,2,..., be such that Z‘i’il Ilf; ”LI(X;’“) <
oco. Then

/Zfldu Z | fidu.

Reason. By Corollary 3.16 we have

/Zmldu Z |fl|du<oo

Lemma 3.9 implies that Z"Ol |fi] < oo p-almost everywhere in X. This
shows that the series }.7°, f; converges absolutely u-almost everywhere in
X and thus it converges p-almost everywhere in X. Theorem 2.23 implies
that

f=Y fi=lim Y f
i=1 i=1

is y-measurable. Let s, = Z?zl fi,n=12,.... Then

Isnl=

Y fi
i-1

<i|fi|$§|fi|,
-1

p-almost everywhere in X for every n =1,2,.... Let g =352, 1fil. Then
g ELl(X;u) and [s,|<g,n=1,2,..., u-almost everywhere in X. It follows
that

IfI= lim |sn|<g
p-almost everywhere in X and thus f € LY(X; ). By the dominated conver-

gence theorem we have
(e n n
/Xizzlfidw/ ,}ggogf,-dua;ggo/ > fudu

—hmz f,d[J Z fldﬂ ]

n—»oo
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The dominated convergence theorem can be applied to compute limits of

certain integrals.

Examples 3.30:

(1) Consider
1
lim ix_% sin(f_) dx.

1—00 0 14
Let )
.23 (X v . (xXy _1
filx)=ix"2 sm(—,) = —sm(—.)x 2
15 X 14
forevery 0<x<landi=1,2,.... Since lim,_o Z2* = 1, we have

X

N
lim —s1n(—.) =1,
1—00 X l

and thus lim; ., fi(x) = x_% for every 0 < x < 1. Since |sint| < t for every

t=0, we have

i x i x
—sm(—,) <|--—-|=<1
x i x 1
and thus )
r . (x) _1 _1
|fi(0)| = —s1n(—,)x 2(<x”2
x i

for every i =1,2,... and every 0 < x < 1. Before we can use the dominated
convergence theorem, we need to show that the function g :[0,1] — R,
g(x)= X3 s integrable, but this is clear since

1
/ gx)dx =2 < oo.
0

The dominated convergence theorem implies

1 3 x 1
lim [ ix %sin (—) dx=lim [ fi(x)dx
i—00 0 14 1—00 0

1 1
= / lim fi(x)dx = / gx)dx=2.
0 0

1—00

(2) Assume f € L1(R") with respect to the Lebesgue measure. Then

x2
lim [ f@e T dx= [ feodx
[Rﬂ

1—00 JRjn

Reason. Since ,
lx|

'f(x)e‘xT <IfG)l

for every x e R” and i = 1,2,..., the function |f| will do as an integrable

majorant in the dominated convergence theorem. Thus

xz x2
lim [ fe T dx= / £ lim e~ dx = / f(x)dx.
1—00 R7 Rn 1—00 R”
—_——

=1 ]
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We conclude this section with two useful results, which are related to integrals
depending on a parameter. Assume that y is a measure on X and let I c R be
an interval. Let f: X x I — [—-o0,00], f = f(x,t), be such that for every ¢ € I the
function x — f(x,?) is integrable. For each ¢t € I, we consider the integral of the
function over X and denote

F() =/ f(x,8)du(x).
X

We are interested in the regularity of F. First we discuss continuity.
Theorem 3.31 (Continuity). Assume that

(1) for every ¢ € I, the function x — f(x,t) is integrable in X,
(2) the function ¢ — f(x,t) is continuous for every x € X at to € I and

(3) there exists g € L1(X;u) such that |f(x,t)| < g(x) for every (x,t) € X xI.
Then F is continuous at #g.

Proof. This is a direct consequence of the dominated convergence theorem, since

g will do as an integrable majorant and
lim F(¢) = lim/ [, t)d px)
t—to t—to X
= / lim f(x,t)d p(x)
X t—to
= / f(x,t0)du(x) = F(to). O
X

THE MORAL: Under these assumptions we can take limit under the integral

sign. In other words, we can switch the order of taking limit and integral.

Then we discuss differentiability.
Theorem 3.32 (Differentiability). Assume that

(1) for every ¢ € I, the function x — f(x,t) is integrable in X,
(2) the function ¢ — f(x,t) is differentiable for every x € X at every point ¢ € I

and

(3) there exists h € LY(X;u) such that ’%(x, t)‘ < h(x) for every (x,t) e X x I.

Then F is differentiable at every point ¢ € I and

©=g{freotm)= | 5
F@= T Xf(x,t)du(x) = Xatf(x,t)du(x).

THE MORAL: Under these assumptions we can differentiate under the in-
tegral sign. In other words, we can switch the order of taking derivative and

integral.
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Proof. Let ¢ € I be fixed. For |k| small consider the difference quotient

F@+h)-F@) / flx,t+h)—f(x,t)
I L du
h X h

(x)

Since f is differentiable, we have

. [l t+h)—fx,t) 8
e T

By the mean value theorem of differential calculus

7 < h(x)

d '
’6_tf(x’t)

for some ¢’ € (¢,t + h). Thus by the dominated convergence theorem

F(t+h)-F()
h

o flx,t+h)—f(x,t)
—}lllir(l)/X A du(x)

_ /X ti [P0 4

F'(t) = lim
h—0

a
= | 5 £, ) dux). O

This kind of arguments are frequently used for the Lebesgue integral and
partial derivatives in real analysis.

3.7 Lebesgue integral

Lebesgue integrable functions

Let f :R" — [—o00,00] be a Lebesgue measurable function. The Lebesgue integral
of f is denoted as

/ fdm =/ fxydm@x)= | fx)dx= [ fdx,
R? R? RP R

whenever the integral is defined. For a Lebesgue measurable subset A of R*, we

define
/fdxz/ fxadx.
A R”

Example 3.33. Let f : R* - R, f(x) = |x|™%, a > 0. The function becomes un-
bounded in any neighbourhood of the origin. The function f is not defined at the
origin, but we may set f(0) =0.

Let A = B(0,1) and A; = B(0,27*1)\ B(0,27%), i = 1,2,.... The sets A; are
Lebesgue measurable, pairwise disjoint and B(0,1)\ {0} =32, A;. By Corollary
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RI0,1)

Figure 3.1: An exhaustion of B(0,1) by annuli.

3.16, we have
(0]

1 1
/ —dx—/ A XUR, A (x)dx = / Z Xa;(x)dx
B re |x|* ro %17

o, 1x1*

x 1
:Z/ — XA, (x)dx—z
i=1 | |a A; | |a
Z/ 2%y = ZZ“Zm(Ai)
A; i=1

f “m(B(0,27*1)) = Z 2'49n=i+Dm(B(0,1))
i=1 i=1

oo . .
=2"m(B(0,1)) Z 2T 200, a<n.
i=1
On the other hand,
2(i—1)(1 dx — i 2(i—1)am(Ai)

/ -3 | aeer=L )
B(0,1) |x| i-1

A; 1xl®

=(2" -1)27%m(B(0,1)) Z 217" = 0o, @ =n.
i=1

The last equality follows from
m(A;) =m(B(0,27*1) - m(B(0,27%)
=20 — 27" m(B(0, 1)
= 272" — Y)m(B(0,1)).
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Thus

1
— dx <oco< a<n.
B(0,1) lxI

A similar reasoning with the sets A; = B(0,2/)\ B(0,2!71), i =1,2,..., shows that

1
— dx <oo< a>n.
Rm\B(0,1) 1%l

@BIOIJ)

Figure 3.2: An exhaustion of R” \ B(0,1) by annuli.

We shall show in Example 3.38 how to compute these integrals by a change of
variables and spherical coordinates.

Example 3.34. Let (q;) be a countable and dense subset of R"”. For example, we
may consider Q" which is the set of points in R” with rational coordinates. Let
¢ :R" —[0,00],
i {|x|‘“ 2l <1,
(x) = |xI”* xp(o,1)(x) =

0, x| =1,

with 0 < a <n. Let f : R" — [0,00],
X1
f)=) —¢x—q;).
12

By Corollary 3.16, translation invariance of Lebesgue integral (discussed later)



CHAPTER 3. INTEGRATION 126

and Example 3.33, we have

X1
f(x)dx:/ Z—igb(x—qi)dx
R™ Rni:12

i (p(x_ql)dx
R®

- / P(x)dx
12" Jge

= / P(x)dx < 0.
B(0,1)

Thus f € LL(®"*). Note that f has a singularity at every ¢;, i =1,2,..., that is,

N
ﬂl
e

-
Il

Il

lim f(x)=oc0 foreveryi=1,2,....
x=q;

However, since f is integrable we have f(x) < oo for almost every x € R”. In other

words, the series
o0

F@=Y 2 otx-an

i=1

converges for almost every x € R”. This function is discontinuous at every point
and it cannot be redefined on a set of measure zero so that it becomes continuous,
compare to Lusin’s theorem 2.53. Moreover, the function is unbounded in any

neighborhood of any point.

L' space

Let f :R" — [—00,00] be an integrable function in R” with respect to the Lebesgue
measure, denoted by f € L1(R"). The number

”f”Ll(Rn):/ |fldx < oo.
Rn

is called the L-norm of f. This has the usual properties

(1) 0<Iflz1gn) <oo,

() IfllL1@ey =0<= f =0 almost everywhere,
3) laflpiwey = lallflLige), a €R, and

@ Nf +8lpiwey < I lpiwey + 181 L1 RR)-

The last triangle inequality in L! follows from the pointwise triangle inequality
[f(x)+ g()| < |f(x)| +|g(x)|. However, there are slight problems with the vector
space properties of L1(R"), since the sum function f + g may be co— oo and is
not necessarily defined at every point. However, by Lemma 3.9 (2) integrable
functions are finite almost everywhere and this is not a serious problem. Moreover,

I fll1®n) = 0 implies that f = 0 almost everywhere, but not necessarily everywhere,
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see Lemma 3.9 (1). We can overcome this problem by considering equivalence
classes of functions that coincide almost everywhere.
We also recall the following useful properties which also hold for more general

measures. Let f € L1(R™). Then the following claims are true:

(1) (Finiteness) If f € L1(R"), then |f| < co almost everywhere in R*. The

converse does not hold as the example above shows.
(2) (Vanishing) If f[R” |fldx =0, then f = 0 almost everywhere in R”.
(3) (Horizontal truncation) Approximation by integrals over bounded sets
fidz= [ lim xmosifidz=lim [ ifids
R~ R” 1—00 1—00 B(O,i)
Here we used the monotone convergence theorem or the dominated conver-
gence theorem if f € L1(R").
(4) (Vertical truncation) Approximation by integrals of bounded functions

Ifldxz/ lim min{|f],i}dx = lim min{|f|,i}dx.
R" R i

n 1—00 —00 JRn

Here we again used the monotone convergence theorem or the dominated

convergence theorem if f € L1(R").

L' convergence
We say that f; — f in LY(R), if
“fl _f”Ll([R") —>in 0.

This is yet another mode of convergence.

Remarks 3.35:
1) Iff;—fin LY(R"), then fi — f in measure.

Reason. By Tchebyschev’s inequality (Lemma 3.8 (5))

i—00

1
m({xER":Ifi(x)—f(x)|>£})s; Ifi(x) = f(x)ldx — 0
RYL
for every € > 0. m

Theorem 2.47 implies that if f; — f in L1(R"), then there exists a subse-
quence such that f;, — f p-almost everywhere. An example of a sliding
sequence of functions, see Example 2.46 (4), shows that the claim is not
true for the original sequence.

(2) The Riesz-Fischer theorem states that L! is a Banach space, that is, every
Cauchy sequence converges. We shall prove this result in the real analysis

course.
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Invariance properties

The invariance properties of the Lebesgue measure in Section 1.8 imply the

following results:

(1) (Translation invariance)
fx+x9)dx = f(x)dx
R" R"

for any xo € R*. This means that the Lebesgue integral is invariant in

translations.

Reason. We shall check this first with f = y4, where A is Lebesgue mea-
surable. Then ya(x +x0) = ya—x,(x) and the claim follows from

f(x+x0)dx=/ )(A(x+x0)dx=/ XA-xo(x)dx
R? R®
=m(A —x9)=m(A)

_ / ra@dz= | Fds.
Rﬂ Rﬂ

n

By linearity, the result holds for nonnegative simple functions. For nonneg-
ative Lebesgue measurable functions the claim follows from the monotone
convergence theorem by approximating with an increasing sequence of
simple functions, see Theorem 2.33 and Theorem 3.12. The general case

follows from this. -

(2) (Reflection invariance)
fx)dx= f(—x)dx.
R" R"
(3) (Scaling property)
fx)dx=|6|" f(6x)dx
R R"

for any § # 0. This shows that the Lebesgue integral behaves as expected
in dilations (exercise).

(4) (Linear change of variables) Let L : R” — R" be a general invertible linear
mapping. Then

1
. f(Lx)dx = et Ll - f(x)dx,

or equivalently,

/ F(L'x)dx=det L] | f(x)dx.
n Rn



CHAPTER 3. INTEGRATION 129

Reason. Let A c R" be a Lebesgue measurable set and f = y4. Then

xaoL =xr-14) is a Lebesgue measurable function and

f(Lx)dxz/ rallx)dx= | (xa OL)(x)dx=/ XL-1a)x)dx
Rn Rn [Rn [Rn

=m(L71(A)) = |det L™ m(A)

1

= —— d = - d .
et L] Jun MA 9 = (et I o T O
By taking linear combinations, we conclude the result for simple functions
and the general case follows from the fact that a measurable function can

be approximated by simple functions and the definition of the integral, see
[6] pages 170-171 and 65-80 or or [16] pages 612—-619. n

This is a change of variables formula for linear mappings, which is compati-
ble with the corresponding property m(L(A)) = |det L|m(A) of the Lebesgue

measure, see Section 1.8.

Reason.

m(L(A)) = /

1dx:/ )(L(A)(x)dx
L(A) R"

= (XAOL_I)(x)dx:/ yaL 1x)dx
R~ R

=|det L| xa(x)dx =|det Lim(A). m
[Rn

Moreover, A is a Borel set if and only if L(A) is a Borel set, since L is a
homeomorphism.

(5) (Nonlinear change of variables) Let U c R” be an open set and suppose
that ®: U — R*, ® = (¢1,...,¢,) is a C! diffeomorphism. We denote by
D® the derivative matrix with entries D;¢;, 7,7 =1,...,n. The mapping
® is called C! diffeomorphism if it is injective and D®(x) is invertible at
every x € U. In this case the inverse function theorem guarantees that the
inverse map ®~1: ®(U) — U is also a C' diffeomorphism. This means that
all component functions ¢;, i =1,...,n have continuous first order partial

derivatives and
DO ' (y) = (DD@ L(y)

for every y € ®(U). If f is a Lebesgue measurable function on ®(U), then
f o® is a Lebesgue measurable function on U. If f is nonnegative or
integrable on ®(U), then
fndy :/ f(®(x))|det D®(x)| dx.
o) U
Moreover, if A c U is a Lebesgue measurable set, then ®(A) is a Lebesgue

measurable set and

m(®(A)) = / |det D®|dx.
A
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L [ineair

A y//

L(A)

/

M A) m(L(a)= | det L | m [A)

Figure 3.3: A linear change of variables.

This is a change of variables formula for differentiable mappings, see [6,
p- 494-503] or [16, p. 649—660]. See also [4] Chapter 3. Formally it can
be seen as the substitution y = ®(x). This means that we replace f(y) by
f(®(x)), D) by U and dy by |det D®(x)|dx. Observe, that if ® is a linear
mapping, that is there exists a matrix A with ®(x) = Ax, then DO = A,
and this is compatible with the change of variables formula for linear
mappings.

Example 3.36. Probably the most important nonlinear coordinate systems in R?
are the polar coordinates (x; = rcosf1, x2 = rsinf;) and in R? are the spherical
coordinates (x1 = rcosfi, xo = rsinficosfs, x3 = rsinfisinfsy). Let us consider
the spherical coordinates in R”. Let

U =(0,00) x (0,71)" 2% (0,271) <R, n=2.

Denote the coordinates of a point in U by r,601,...,0,-2,0,,_1, respectively. We
define ® : U — R” by the spherical coordinate formulas as follows. If x = ®(r,0),
then

x; =rsinf;---sinf;_jcosb;, i=1,...,n,

where 6,, =0 so that x, =rsinf;---sinf,_1. Then ¢ is a bijection from U onto the
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(A ) M (A= [ 14et DF dx
A

Figure 3.4: A diffeomorphic change of variables.

open set R” \ (R"~2 x [0,00) x {0}). The change of variables formula implies that
f(x)dx
Rn

r b4 T 21
= / / / F(@(r,0)r" L(sin1)* 2+ -(sinb,_3)?sinb,_o dOy_1 ... dO1 dr.
0 0 0 0

It can be shown that

¥/ T T 27
Wp_1= / (sinf1)" 2d0,_1--- / (sinfy,_3)2d6,_3 / sin0,_9d0,_s / dO,_1,
0 0 0 0

where .
22
Wn-1= =7
T(5)
is the (n — 1)-dimensional volume of the unit sphere dB(0,1) = {x € R" : |x| = 1}.
Here

(o]
I‘(a)=/ x* le™dx, 0<a<oo,
0

is the gamma function. The gamma function has the properties I'(1) = 1 and
I'(a + 1) =al(a). It follows that I'(k + 1) = k! for a nonnegative integer k.
Suppose that f : R” — [0,00] is radial. Thus f depends only on |x| and it can be

expressed as f(Jx|), where f is a function defined on [0,00). Then

FlxDdx =wn_1 / Frr“ldr. (3.37)
R~ 0
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see [6] pages 503-504 or [16] pages 661-673.
Let us show how to use this formula to compute the volume of a ball B(x,r) =
{yeR":|y—x|<r}, xe R" and r > 0. Denote Q, = m(B(0,1)). By the translation

and scaling invariance and (3.37), we have

r"Q, =r"m(B(0,1)) = m(B(x,r)) = m(B(0,r))

=/ XB(o,r)(y)dy=/ xo,nUyDdy
R™ R7

r 7 rn
= wn—l/ Pn_ dp=wp-1—.
0 n
In particular, it follows that w,-1 = nQ, and
27.[% rn n.n/Z
B = —= .
m(B(z,7) T n TG+

Example 3.38. Let r > 0. Then by property (3) above and Example 3.33,

1 1
—dxz/ — Yre\B(0./)(x)dx
/W\Bm,r) B g o] VRO

1
:rn/ |rx|“XRn\B(0’r)(rx)dx

1
= rn_a/ Arn\B(0,1)(x)dx
re |x|® ’

_ 1
=r" “/ ——dx<oo, a>n,
R?\B(0,1) 1¥|

and, in a similar way,

1 a 1
/ dezr | |06dx<oo, a<n.
B(,r) 1X B(0,1) 1%

Observe, that here we formally make the change of variables x =ry.

On the other hand, the integrals can be computed directly by (3.37). This gives

—dx=w,- / X" d
/[R”\B(O,r) lx|® " por P

o
— Wn-1 r—a+n

Wp-1 _
=" pTatn <oo, a>n
—a+n . a-n
and
1 r
-a  n—1
/ ——dx=w,-1 [ p %p" " dp
B, |xI 0
Wn-1 _ Wn-1 _
=l potn| = Tl a<n.
—-a+n 0 n-a

Remark 3.39. Formula (3.37) (or Example 3.33) implies following claims:

(1) If|f(x)| < clx|™ in a ball B(0,r), r > 0, for some a < n, then f € LY(B(0,r)).
On the other hand, if |f(x)| = c|x|™® in B(0,r) for some a > n, then [ ¢
LY(B(0,r)).
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(2) If |[f(x)] < clx|™® in R* \ B(0,r) for some a > n, then f € L1(R" \ B(0,r)).
On the other hand, if |f(x)| = c|x|™® in R" \ B(0,r) for some « < n, then
f ¢ LYR* \ B(0,r)).

Approximation by continuous functions
L! functions have the following approximation properties.
Theorem 3.40. Let f € L1(R") and £ > 0.

(1) There is a simple function g € L1(R") such that | f — glpigny <e.
(2) There is a compactly supported continuous function g € Co(R"™) such that
”f_g”Ll(lR”) <E.

THE MORAL: Simple functions and compactly supported continuous functions
are dense in L1(R™).

Proof. Since f = f* —f~, we may consider f* and f~ separately and assume
that f = 0. By Theorem 2.33 there exists an increasing sequence of simple func-
tions fj, i =1,2,..., such that f; — f everywhere in R” as i — co. By the dominated

convergence theorem (Theorem 3.26), we have

lim I1f;  F sy = lim / \fi - flda =/ lim If; — 1 dx =0,
1—00 1—00 R” n 1—00
=0
because |f; — fl < |fil +|f| <2|f] € LXR") for every i =1,2,..., gives an integrable
dominating function.

m Step 1: Since f = f* — f~ we may assume that f = 0.

Step 2: The dominated convergence theorem (Theorem 3.26) gives
lim |£ xBo,iy = FllL1wn) = lim/ |fxB0,) — fldx
1—00 1—00 JRe
- [ tim im0 fldx=o,
Rn 100

=0

since |f ypo.,i) — fl<Ifl€ LY(R") for every i = 1,2,.... Thus compactly supported
integrable functions are dense in L1(R").

Step 3: By Theorem 2.33 there exists an increasing sequence of simple func-
tions f; :R® —[0,00), i =1,2,..., such that f; — f everywhere in R" as i — co. The

dominated convergence theorem gives

lim ||fi_f||L1(Rn)=,hm/ Ifi—fldx=/ lim |f; - fldx =0.
1—00 1—00 J R Rn 1—00

=0
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since |f; — fI < |fil +1f| < 2|f] e LY(R™) for every i = 1,2,.... Thus we can assume
that we can approximate a nonnegative simple function which vanishes outside a
bounded set.

Step 4: Such a function is of the form Zf’:lai XA;>, where A; are bounded
Lebesgue measurable set and a¢; =0, i =1,2,.... Thus if we can approximate each
XA; by a compactly supported continuous function, then the corresponding linear
combination will approximate the simple function.

Step 5: Let A be a bounded Lebesgue measurable set and € > 0. Since
m(A) < oo by Theorem 1.73 there exist a compact set K and a open set G such
that Kc A cG and m(G\K)<e.

Claim: There exists a continuous function g : R” — R such that

(1) 0sg(x) <1 forevery x € R",
(2) g(x)=1for every x€ K and
(3) the support of g is a compact subset of G.

Reason. Let
U = {x e R" : dist(x,K) < 3 dist(K,R" \ G)}.

Then K cU cU <@, U is open and U is compact. The function g :R" — R,

dist(x,R* \ U)
dist(x, K) + dist(x,R* \ U)’

glx) =
has the desired properties, see Remark 1.32. Moreover,
supp g ={x €R": g(x) 0} =U
is compact. [ ]
Observe that

xeK = |yalx)—gx)=1-1=0,
xeER"\G = |ya(x)—gx)|=0-0=0,
xeANK = |yax)—gx)|=1-g(x) <1,
2EG\NA = |ya(x)—gx) = glx) < 1.

Thus |y4 —gl <1, [ya — gl vanishes in K and outside G \ K and we have
lxa—glrign :/ lya —gldx<m(G\K)<e.
[R'L

This completes the proof of the approximation property. a

Remark 3.41. The claim in the step 5 can also be proved using Lusin’s theorem

(Theorem 2.53) (exercise).
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3.8 Cavalieri’s principle

Recall, that every nonnegative measurable function satisfies Tchebyshev’s in-
equality (Theorem 3.8 (5))

m({xEIR”:f(x)>t})s% fdx, t>0.
Rﬂ

In particular, if f € LY(R"), then
mx R : f(x) > t}) < % £>0, (3.42)

with ¢ = [|f | L1gn) < 00. The converse claim is not true, that is, if f satisfies an
inequality of the form (3.42), it does not follow that f € LY(R™).

Reason. Let f:R™ —[0,00], f(x) = |x|™". Then [ satisfies (3.42), but f ¢ L(R"). u

The function ¢ — m({x € R” : f(x) > ¢}) is called the distribution function of f.
Observe that the distribution set {x € R” : f(x) > #} is Lebesgue measurable and
the distribution function is a nonincreasing function of ¢ > 0 and hence Lebesgue
measurable. Let us consider the behaviour of tm({x € R" : f(x) > t}) as ¢ increases.

By Tchebyshev’s inequality
tm(x €R": f(x) >t < |Ifllp1@ny
for every ¢ > 0 if f € L1(R"), but there is a stronger result as ¢ — co.
Lemma 3.43. If f € L1(R") is a nonnegative function, then
tlirglotm({x eR™: f(x)>1})=0.

Proof Let A ={xeR": f(x) < oo}. Since f € L1(R"), by Lemma 3.9 (2), we have
m(R*\NA)=0. Let A; ={xeR": f(x)>t}, t>0. Then

A= |J ®R"\A4,;) and tlim)(Rn\At(x)z)(A(x) for every xeR".

0<t<oo
Clearly
fdx= fdx+ / fdx.
Rn A R?\A,

By the dominated convergence theorem (Theorem 3.26)
lim fdx:tlim/ Arn\A, f dx
—o0 Jn

t—00 Jprng,
=/ tlimXR”\Atfde/ xafdx
R™ —00 R

:/fdx:/fdx+/ fdxz/ fdx.
A A R"\A R"
—_——

=0



CHAPTER 3. INTEGRATION 136

Thus
fdx—hm(/ fdx+/ fdx)
A RP\A,

= lim fdx+ fdx,

=00 /A, R"
<00
which implies that
lim fdx=0.
t—o00 At

By Tchebyshev’s inequality

Ostm(At)s/ fdx =20,
Ay

which implies tm(A;) — 0 as t — oo. a
The following representation of the integral is very useful.

Theorem 3.44 (Cavalieri’s principle). Let A c R” be a Lebesgue measurable
set and let f : A —[0,00] be a Lebesgue measurable function. Then

/fdxz/ m({xeA: f(x)>t})dt.
A 0

THE MORAL: Inorderto estimate the integral of a function it is enough to
estimate the distribution sets of the function.
Remarks 3.45:

(1) For signed Lebesgue measurable functions we have

/Ifldxz/ m{xeA:|f () > t)dt.
A 0

(2) Without Cavalieri’s principle it can be shown (exercise) that

/Iflpdx<oo<:> Y 2Pm({xeA:|f(x)|>2) <00, 0<p<oo.

i=—00

3) If g: A —[0,00] is a rearrangement of f such that
m({xeA:glx)>th=m({xeA: f(x)>t})

for every ¢ = 0, then f a8dx= f 4 [ dx. Thus the integral of a nonnegative
measurable function is independent under rearrangements that preserve
the distribution function.

(4) Cavalieri’s principle can be taken as the definition of the Lebesgue integral
but then we have to be able to define the right hand side of Cavalieri’s
principle without using the one-dimensional Lebesgue integral. If u(A) <
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N

Figure 3.5: Cavelieri’s principle.

0o, then the distribution function is a bounded monotone function and thus
continuous almost everywhere in [0,00). This implies that the distribution
function is Riemann integrable on any compact interval in [0,00) and thus
that the right-hand side of Cavalieri’s principle can be interpreted as an

improper Riemann integral, see Remark 3.49.

Proof. Step 1: First assume that f is a nonnegative simple function that vanishes

outside a bounded set. Then f = ZfzoaiQ(Ai , where A; = f1({a;}). We may assume
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that 0 =ag<ai<---<ap. Then

/ m({xEA:f(x)>t})dt=/km({xEA:f(x)>t})dt
0 0

Il
'M?T‘

~
1l
=

/1Lm«xeA:f@)>ﬂnu

1
M=

~.
Il
—

k
(@;—a;- 1)m(UA ﬂA) (f=zaiXAi)
Jj=i =0
k
(aL a;_ 1)Zm(A NA) (A; measurable and disjoint)
Jj=i

1l
Ma‘

~.
Il

(AmM—ZmlzmMHA)
i=1 Jj=i

I}
Mar
zMw

~
Il
-

1l
[\/]ar

J k J
m(A;nA)) a;- Zm(AjﬁA)Zai—l

i=1

~.
I
—

Il
Mw

(A nA)Z(az a;— 1)—Za1m(A ﬁ14)_/}“(135

.
11

This proves the claim for nonnegative simple functions that vanish outside a

bounded set.

Figure 3.6: Cavalieri’s principle for a simple function.

Step 2: Assume then that f is a nonnegative measurable function. As in the
proof of Theorem 3.40 there exists a sequence of nonnegative simple functions that
vanish outside a bounded set f;, i =1,2,..., such that f; < f;.1 and f;(x) — f(x) as



CHAPTER 3. INTEGRATION 139

i — oo for every x € A. Thus
fxeA:filx)>tlc{xeA: fi1(x)>t}
and

Ej{xeA:fi(x)>t}:{x€A:f(x)>t}.
i=1

Let
pi®)=m(xeA:fi(x)>t}) and @E)=m{xeA:f(x)>1t}).

Then ¢; is an increasing sequence of functions and ¢;(t) — ¢(¢) for every ¢ = 0 as

i — 00. The monotone convergence theorem implies
/ m({xeA: f(x)>thHdt= hm / m({xeA: fi(x)>t)dt

= lim fldx /fdx a

i—00

Remarks 3.46:
(1) By a change of variables, we have

/Iflpdxzp/ P Imxe A |f(x) > thdt
A 0

for 0 < p <co.
(2) More generally, if ¢ :[0,00) — [0,00) is a nondecreasing continuously differ-
entiable function with ¢(0) =0, then

/(,twlfldx:/ o' OmxeA:|f(x)>thdt.
A 0

(3) These results hold not only for the Lebesgue measure, but also for other

measures.

We shall give another proof for Cavalieri’s principle later, see Corollary 3.63.

Example 3.47. Let f:R" — R, f(x)=|x|"%, 0< a <n. Then

/ f(x)dx:/ le_“dx:/ m{xeB(0,1): |x|"% >t} dt
B(0,1) B(0,1) 0

1 le’s)
= / m(B(O,l))dt+/ m({xeR": x| < t_l/“})dt
0 1
=m(B(0,1)) + / m(B(0,t V) d¢
1
=m(B(0,1)) + / " m(B(0,1))dt

1
- m(B(o,1))(1+ nfa)
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3.9 Lebesgue and Riemann

THE MORAL: The main difference between the Lebesgue and Riemann
integrals is that in the definition of Riemann integral with step functions we
subdivide the domain of the function but in the definition of the Lebesgue integral
with simple functions we subdivide the range of the function.

We shall briefly recall the definition of the one-dimensional Riemann integral.
Let I;,i=1,...,k, be pairwise disjoint intervals in R with Uleli = [a,b] with
a,beRandleta;,i=1,...,k, be real numbers. A function f :[a,b] — R is said to

be a step function, if
k
f= aix,.
i=1

Observe, that a step function is just a special type of a simple function. Let

f :[a,b] — R be a bounded function. Recall that the lower Riemann integral is

b
/ fx)dx = sup{/ gdx:g<f onla,b]and g is a step function}
Ja [a,b]

and the upper Riemann integral is

b
/ fx)dx = inf{/ hdx:f <honla,b] and A is a step function}.
a [a,b]

Observe that we use the definition of integral for a simple function for the integral
of the step function. The function f is said to be Riemann integrable, if its lower
and upper integrals coincide. The common value of lower and upper integrals is

the Riemann integral of f on [a,b] and it is denoted by

b
/ f(x)dx.

If f :[a,b] — R is a bounded Lebesgue measurable function, then by the definition
of the Lebesgue integral,

b b
/ f(x)dxs/ f(x)dxs/ f(x)dx.
Ja [a,b] a

This implies that if f is Riemann integrable, then the Riemann and Lebesgue

integrals coincide provided f is Lebegue measurable.

Lemma 3.48. Let f :[a,b] — R be a bounded Riemann integrable function. Then
f is Lebesgue integrable and

b
/ fx)dx = f(x)dx.
a [a,b]

THE MORAL: The Lebesgue integral is an extension of the Riemann integral.
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Proof. By adding a constant we may assume that f = 0. By the definition of the

Riemann integral, there are step functions g; and &; such that g; <f <h;,

b
lim gidx = lim hidxz/ f(x)dx.
a

=00 J{q,b] =00 J[a,b]
By passing to sequences max{g1,...,g;} and min{A1,...,h;} we may assume that
gi<gi+iand h; = h;, for every i =1,2,.... These sequences are monotone and
bounded and thus they converge pointwise. Denote
gx)=lim g;(x) and hA(x)=lim A;(x).
1—00 1—00

By the dominated convergence theorem

1—00

b
/ f(x)dx = lim gi(x)dx =/ g(x)dx
a [a,b] [a,b]

and 5
/ f(x)dx = lim hi(x)dx = / h(x)dx.
a 1700 Ja,b] [a,b]

Since A — g =0 and

/ (h(x)—g(x))dx=/ h(x)dx—/ gx)dx
[a,b] [a,b] [a,b]
b b
z/ f(x)dx—/ fx)dx =0,

we have h — g = 0 almost everywhere in [a,b]. Since g<f<hwehaveh=g=f
almost everywhere in [a,b]. Thus f is measurable and since it is also bounded it

is integrable in [a,b]. a

Remark 3.49. A necessary and sufficient condition for a function f to be Riemann
integrable on an interval [a,b] is that f is bounded and that its set of points of
discontinuity in [a,b] forms a set of Lebesgue measure zero, see [6] page 163.

Note that the definition of the Riemann integral only applies to bounded
functions defined on bounded intervals. It is possible to relax these assumptions,
but this becomes delicate. The definition of the Lebesgue integral applies directly
to not necessarily bounded functions and sets. Note that the Lebesgue integral
is defined not only over intervals but also over more general measurable sets.
This is a very useful property. Moreover, the Lebesgue integral behaves better
under limits compared to the Riemann integral. The following examples show
differences between the Lebesgue and Riemann integrals.

Examples 3.50:

(1) f:R—R, f(x) = ¥[0,11ng(x) is not Riemann integrable, but is a simple

function for Lebesgue integral and

/ X[O’l]n@(x)dx =0.
R
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(2)

3

4)

Let ¢;,1=1,2,..., be an enumeration of rational numbers in the interval
[0,1] and define f; :R— R,

fi®) = Xig1,..q0®), i=12,...

Then each f; is Riemann integrable with zero integral, but the limit
function

f(x) = Iim £i(x) = x10,11nq(x)

is not Riemann integrable. This means that a pointwise limit of Riemann

integrable functions may be not Riemann integrable.
Define f :[0,1] — R by setting f(0) =0 and

9i+1 1 3
fm—{ AR

_ i+l 3
i i+

for x € (0,1]. Note that -2+ is the midpoint of the interval | X, -1 | and

9i+1 91 9i-1

that the length of the interval is 27~1. Then

o gitl x© 1
frx)dx= Z Z g7t Z =0
[0,1] i=1 1 i=11
and similarly
[ (x)dx = co.

[0,1]
Thus f is not Lebesgue integrable in [0, 1]. However, the improper integral

1 1
/ fx)dx= lir% fx)dx=0
0 £—

€

exists because of the cancellation.

Let £ :[0,00) — R
sinx x50
flry=5 *
1, x=0.

Observe that, since f is continuous, it is Lebesgue measurable.
Claim: f ¢ L1([0,00)).

Reason.

T oo G+ .
/ |f|dx:/ £ (o)l da + [sinx] 5o
[0,00) 0

i=1Jin ||
/3 o0 1
= x)|dx+ ) —— =oo0.
/0 |f ()] i;i"‘l m
¢ sinx

Claim: The improper Riemann integral lim dx exits.

a—oo 0
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Reason. Denote I(a) = [ % dx, a = n. Then

km : k-1 pG+Dm
I(kn) =/ P dx=Y / MY e, k=1,2,...,
0 X

i=0Jin x

where

k-1 @+

. sinx .
Zai with aiz/ dx, i=12,...,
i=0 im X

is an alternating series with the properties
a;a;+1 <0, la;+1l<la;] and lima;=0.
1—00

Thus this series converges and

oo G+l :

sinx .

s=Z/ dx = lim I(kn).
i—0Jin X k—oo

Since a = n, we have a € [kn,(k + 1)) for some £ =1,2,... and

a -
smmx
/ dx
kn X

This shows that lim, .o, I(a) = s. =

a
< ialacsl.

[I(a)—I(km)| = iy A

Thus f is not Lebesgue integrable on [0,00), but the improper integral
f(fo f dx exists (and equals to § by complex analysis).

Remark 3.51. There exists an everywhere differentiable function such that its
derivative is bounded but not Riemann integrable. Let C c[0,1] be a fat Cantor
set with m(C) = % Then
O, 1)\C= GI,-,
i=1
where I; are pairwise disjoint open intervals and Y52, vol(I;) = % For every
i=1,2,..., choose a closed centered subinterval J; < I; such that vol(J;) = vol(;)2.

Define a continuous function f :[0,1] — R such that

(e8]
flx)=0 forevery x€[0,11\|];,
i=1
0 < f(x)<1foreveryx€[0,1] and f(x) = 1 at the center of every «/;. The set U2, I;
is dense in [0, 1], from which it follows that the upper Riemann integral is one and
the lower Riemann integral is zero. Let

Fx)=) f(dt.
i=1/J;n[0,x]

Then F'(x) = f(x) = 0 for every x € C (exercise) and F'(x) = f(x) for every x €
[0,1]\ C. Thus f is a derivative.
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3.10 Fubini’'s theorem

We shall show that certain multiple integrals can be computed as iterated integrals.
Moreover, under appropriate assumptions, the value of an iterated integral is

independent of the order of integration.

Definition 3.52. Let u be an outer measure on X and v an outer measure on Y.

We define the product outer measure uxvon X xY as
(&) [e9]
(Lxv)S)= inf{ Y uAv(B;):S < | J(A; xBi)} ,
i=1 i=1

where the infimum is taken over all collections of y-measurable sets A; c X and

v-measurable sets B; cY,i=1,2,....

THE MORAL: Itisan exercise to show that yxv is an outer measure on X xY.
The product outer measure is defined in such a way that product sets A x B, where
A c X is a p-measurable set and B Y is a v-measurable set, inherit the natural
measure (u x v)(A x B) = u(A)v(B), see Fubini’s theorem below.

Remark 3.53. Many texts develop the theory of product measures on products of

measure spaces without outer measures, see [3], [8], [9] and [11].

Theorem 3.54 (Fubini’s theorem). Let y be an outer measure on X and v an

outer measure on Y.

(1) Then p x v is a regular outer measure on X xY, even if y and v are not
regular.

(2) If A c X is a y-measurable set and B c Y is a v-measurable set, then A xB
is u x v-measurable and (u x v)(A x B) = u(A)v(B).

(3) If Sc X xY is u x v-measurable and both measures p and v are o-finite,
then S, ={x € X : (x,y) € S} is y-measurable for v-almost every y € Y and
Sy ={yeY :(x,y) € S} is v-measurable for y-almost every x € X. Moreover,

(uXV)(S)z/u(Sy)dV(y)=/ V(Sy)d p(x).
Y X

(4) If f is uxv-measurable, both measures p and v are o-finite and the integral
of f is defined, that is, at least one of the functions f* and f~ has finite
integral, then

y— / fx, y)du(x)
X

is a v-measurable function,

x— / flx,y)dv(y)
X
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is a pg-measurable function and

/ f(x,y)d(#xv)=/ (/ f(x,y)du(x)) dv(y)
XxY y Ux

=/ (/ f(x,y)dv(y)) d p(x).
x Uy

THE MORAL: Claim (2) shows how to compute the product measure (u x
v)(A x B) of a product set by using the two measures (A) and v(B). For a more
general set S the product measure (u x v)(S) can be computed by integrating
over the slices of the set S parallel to the coordinate axes by claim (3). Claim (4)
shows that the integral of a function with respect to the product measure can be

computed by iterated integrals.

Proof: Let & denote the collection of all sets S ¢ X xY for which the
integral

/ xs(x, y)du(x)
X

exists for v-almost every y € Y and, in addition, such that

P(S)=/(/ xs(x,y)du(x)) dv(y)
Y \UX

exists. Note that +oo is allowed here.
Claim: If S; e #,1=1,2,..., are pairwise disjoint, then S = U;’ilSi EF.

Reason. Note that ys =372, xs,. By Corollary 3.16 we have p(S) = 372, p(S;).
This shows that & is closed under countable unions of pairwise disjoint sets. g

Claim: If S; e #,i=1,2,...,581282>..., and p(S1) <oo, then S =2, S; €
F.

Reason. Note that ys = lim yg,. By the dominated convergence theorem we have
1—00
p(S) = lim p(S;).
1—00

This shows that & is closed under decreasing convergence of sets with a finiteness
condition. -

Let

Py ={A xB: A is p-measurable and B is v-measurable},

(o9} [e,o]

91={USL‘ 1Si€<@o} and 92={ﬂsi ZSiE(@l}.
i=1 i=1

The members of &7y are called measurable rectangles, the class &?; consists of

countable unions of measurable rectangles and and &%, of countable intersections

of these. The latter sets constitute a class relative to which the product measure

will be regular.
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Note that 22, c & and
p(A x B) = u(A)v(B)

whenever A x Be . If A1 x B1,Aq x By € %, then
(A1 xB1)N(Ag xBg)=(A1NAg)x(B1nBg) e Py
and
(A1 xB1)\(A2xBg) =((A1\A2) xB1)U((A1nA2) x (B1\B2)) € P

as a disjoint union of members of 2. As in the proof of Theorem 1.11 it follows
that every member of &7; is a countable union of pairwise disjoint members of &2,
and hence % c &.

Claim: (u xv)(S) =inf{p(R):ScR € 27} for every Sc X x Y.

Reason. Let Aj xB;j € %y, 1 =1,2,... and ScR = U;’Zl(Ai x B;). Then yg <

2?21 XA;xB; and

p(R)< ) p(A; xB;j) =) u(A;)v(B;).
i=1 i=1

Thus
inf{p(R):S cR € 21} < (ux v)(S).

Moreover, if R = U2,(A; x B;) is any such set, there exist pairwise disjoint sets
A’ x B! € 2, such that

R = Q(AL XBL') = LJI(A; XB;)

1=

Thus -
p(R) = Zlu(A;)v(B;) = (ux vXS).
1=
This shows that the equality holds. n

Fix A x B € 2). Then
(e xVv)(A xB) < u(A)v(B) = p(A x B) < p(R)
for every R € 22 such that A x B c R. Thus the claim above implies
(e xv)(A x B) = w(A)v(B).

We show that A x B is y x v-measurable. Let R € 22, with T c R. Then R \ (A x B)
and R N (A x B) are disjoint members of 27;. Thus

(ux VYT \(A x B)) +(u x V(T N (A x B))
<p(R\(A xB)+p(RN(AxB)=pR).
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The claim above implies
(ux VT \(A xB))+(uxv)Tn(AxB)) < (uxv)T).

Since this holds for all T <« X x Y, we have shown that A x B is u x v-measurable.
Theorem 1.11 implies that %), 21 and %% consist of u x v-measurable sets. This
proves claim (2) of the theorem.

Step 4 | Next we show that u x v is a regular measure.

Claim: For every S ¢ X x Y there exists R € & such that S c R and
(uxv)(S)=(uxv)(R) = pR).

Reason. If (uxv)(S)=o00, set R =X xY. Thus we may assume that (u x v)(S) < co.
By the claim in (2), for every i =1,2,... there exists a set R; € &1 such that S cR;
and

p(R) < (uxv)(S)+ 1.

LetR = ﬂ‘i’lei € %P. Since R; € & for every i = 1,2,..., we conclude that R € &#
and by the dominated convergence theorem

k
(pxv)S) < p(R) = lim p (ﬂ Ri) < (uxv)S).
o \i=l

This show that u x v in &-regular. The claim follows from this, since every set in

P9 is U x v-measurable by claim (2) of the theorem. -

If Sc X xY with (u xv)(S) =0, then there exists a set R € % such
that S c R and p(R)=0. Thus S € & and p(S)=0.
Assume that S c X xY is u x v-measurable and (u x v)(S) < co. Then there is
R € & such that S c R and (¢ x v)(R\S) =0. and, consequently, p(R\S)=0. It
follows that
plxeX (x,y)eSHY=p({xe X :(x,y) € R})

for v-almost every y e Y and

(,U><V)(S)=p(R)=/u({xeX:(x,y)ES})dV(y).
Y

This proves claim (3) of the theorem, because the other formula is symmetric
with X replaced by Y and u by v. The extension to o-finite case can be done by
exhausting the space by set of finite measure.

Claim (4) reduces to (3) when f = yg. If f is a nonnegative u x v-
measurable function and is o-finite with respect to u x v, we use approximation by
simple functions (Theorem 2.33) and the monotone convergence theorem (Theorem
3.12). Finally, for general f we consider f = f* —f". a

As a corollary of Fubini’s theorem we obtain Tonelli’s theorem for nonnegative

product measurable functions.
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Theorem 3.55 (Tonelli’s theorem). Let u be an outer measure on X and v an
outer measure on Y and assume that both measures are o-finite. Let f : X xY —

[0,00] be a u x v-measurable function. Then

y— / fx, y)dpx)
b'¢
is a v-measurable function,
s [ Fpavy)
X

is a p-measurable function and

£,y x v) = / ( / feapea) dv)
XxY Y \VUX

=/ (/ f(x,y)dv(y)) d p(x).
x Uy

THE MORAL: The order of iterated integrals can be switched for all non-

negative product measurable functions even in the case when the integrals are

infinite.
Remarks 3.56:
(1) If u and v are counting measures, Tonelli’s theorem reduces to a corre-
sponding claim for series. Let x; ; €[0,00], i,j =1,2,.... Then
oo o0 (o olNNe o]
PIDIENEDIDIENE
i=1j=1 j=li=1

This means that we may rearrange the series without affecting the sum if
the terms are nonnegative, compare with Corollary 3.16.

(2) Let u be an outer measure on X and v an outer measure on Y and suppose
that both measures are o-finite. Let f : X — [-o00,00] be a u x v-measurable

function. If any of the three integrals

/ [f G, ld(pxv),
XxY

/(/ If(x,y)ldu(x)) av(y),
v Ux
/(/ If(x,y)ldv(y)) d ilx)
X Y

is finite, then all of them are finite and the conclusion of Fubini’s theorem
holds (exercise). In particular, it follows that the function y — f(x,y) is
v-integrable for p-almost every x € X and that the function x — f(x,y) is

u-integrable for v-almost every yeY.
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3.11 Fubini’s theorem for Lebesgue mea-
sure

We discuss Tonelli’s and Fubini’s theorems for the Lebesgue measure, see [6,
Chapter 8], [10, p. 75-86], [14, Chapter 6] and [9, Section 7.4]. By expressing
R**™ = R™ x R™ it holds that

m"" =m" xm™,
that is, the Lebesgue outer measure on R"*™ is the product outer measure of the
n-dimensional Lebesgue outer measure on R” and the m-dimensional Lebesgue
outer measure on R,
To see this, we observe that every interval I in R"*™ can be represented as
I =J x K, where J is an interval in R” and K is an interval in R”. By Theorem
3.54 (2) and Lemma 1.60, we have

(m™ xm™)I)=(m" xm™)(J xK)=m"(J)m™(K)
=vol,(J)vol,,(K) = vol, 1, (J x K)

=vol,4m(I) = m™"™(I)

for every interval I in R**™, By Lemma 1.67 every open set G « R**™ can be
represented as a union of pairwise disjoint half open dyadic cubes, countable

additivity on pairwise disjoint measurable sets implies that

(m" x m"™)(G) =m" "™(G)

n+m

for all open sets G < R™*™. Since m" x m™ and m are Radon measures on

R**™ by Corollary 1.51 (1) we have

(m" x m™)(A) =infl((m" x m™)(G): A cG, G cR"™™ open}
=infim"""™(G): A <G, G <R"™™ open} = m" "™ (A)

for every A c R"*™,

Lx...xm! (n times), that is, the n-dimensional

In particular, we have m™ =m
Lebesgue outer measure on R” is a product of the 1-dimensional Lebesgue outer

measures, see Remark 1.76.

Theorem 3.57 (Tonelli’s theorem). Let f : R**" — [0,00] be a nonnegative
m"*t™_measurable function. Then y — f(x,y) is m™-measurable for m™-almost

every x € R", x — f(x,y) is m"-measurable for m'™-almost every y € R™,

y— [ flx,y)dm"(x)
Rn
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is a m™-measurable function
x— [ flx,y)dm™(y)
Rm

is a m"™-measurable function and

fGx,y)dm™™ = / ( f(x,y)dm”(x)) dm™(y)
m RIL

Rn+m

Z/( f(x,y)dmm(y))dm”(x).
n Rm

Remarks 3.58:

(1) The function x — f(x,y) is not necessary a m”"-measurable function for
every y € R™. Nor is the slice A, = {x e R" : (x,y) € A} a m"-measurable
set for every y e R”™. Let E c R be a set which is not m!-measurable and
consider A = E x {0} = {(x,y) e R? : x € E, y = 0}. Then m2(A) =0 and thus

2

A is m“-measurable, but A, is not ml-measurable for y = 0. Note that

measurability holds for almost every slice.

(2) If A is m"*™-measurable, then the slice Ay={xeR":(x,y) € A} is m"-
measurable for m™-almost every y € R™. A corresponding statement holds
with the roles of x and y interchanged. However, the reverse implication
is not true in general. Let E c R be a set which is not m'-measurable and
consider A =[0,1] x E cRxR. Then

[0,1], yekE,
A, = Y
B, ye¢kE.
2

Thus A, is ml-measurable for every y € R. However, if A were m?-

L_measurable for almost

measurable, then A, ={yeR:(x,y) € A} were m
every x € R. This is not true, since A, = E for every x € [0, 1]. This implies
that A is not m2-measurable. There exists a set A <[0,1] x [0,1], which is

1

not m2-measurable with the property that A y and A, are m -measurable

for every x,y € [0,1] with ml(Ay) =0and m!(A,) =1 for every x,y €[0,1],
see [10, p. 82-83].

Theorem 3.59 (Fubini’s theorem). Let f : R""™ — [—o00,00] be a m™*™-measurable

function and asssume that at least one of the integrals

/ Gl dm™,

Rn+m

/ ( If(x,y)ldm”(x)) dm™(y),
RrR™ R™

/(/ If(x,y)ldm'"(y))dm”(x),

is finite. Then y — f(x,y) is integrable in R™ for m™-almost every x € R*, x —

f(x,y) is integrable in R" for m™-almost every y € R™,

y— [ flx,y)dm"(x)
Rn



CHAPTER 3. INTEGRATION 1561

is integrable in R™,

X flx,y)dm™(y)
Rm

is integrable in R” and

f(x,y)dmn+m — /

( f(x,y)dm”(x)) dm™(y)
rm \JRr

Rn+m
= / ( f(x,y)dmm(y)) dm™(x).
n Rm
We consider few corollaries of the previous theorems.

Corollary 3.60. Assume that f : R” — [—00,00] is a m"-measurable function.
Then the function f : R**™ — [—00,00] defined by f(x, y) = f(x) is a m"*™-measurable

function.

THE MORAL: The trivial extension of a measurable function to higher dimen-

sions is measurable.

Proof. We may assume that f is real valued. Since f is m™-measurable, the set

A ={xeR": f(x) <a} is m"-measurable for every a € R. Since

{(x,y) ER" xR™ : f(x,y) <a} = A xR™,

we conclude that the set is m™*™-measurable for every a € R. Thus f is a m"*™-

measurable function. O
Corollary 3.61. Assume that f:R" — R is a m™-measurable function and let
A={(x,y)eR"xR:xeR",y = f(x)}.
Then m"*1(A) = 0 and thus A c R**1 is m”*!l-measurable.
THE MORAL: The graph of a measurable function is a set of measure zero.
Proof. Letr>0,e>0and
E,={xeBO,r):eck<f(x)<(k+1)e}, keZ.

The sets E, k € Z, are m"-measurable, pairwise disjoint and B(0,r) = Ugcz E.
Let
Ap={x,y)eE,xR:y=f(x)}, keZ.

Then

{(x,y):x€BO,r),y = fx)} = | As.
keZ

Since A, cEp x{yeR:ek <y<(k+1)e}, k€ Z, by Fubini’s theorem, we have
m" A <m" N EL x{yeR: ek <y <(k+1e})
=m"Epmi(yecR:ek<y<(k+1e) =em™(E), keZ.
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Thus we have

m™ ({(x,y) :x € B0,r),y = f(x)}) = m"*1 ( U Ak) <Y m"l(4y)
keZ keZ

kez kez

<) em™ER)=em” ( U Ek) =em™(B(0,r)).
Since this holds true for every € > 0, we conclude that

m" 1 ({(x,y) :x € BO,r),y = f(x)) =0

for every r > 0. Finally, we note that R =72, B(0,%) and thus

m" 1 (A)=m"1 ( ] {(x,v):x € B(0,k),y = f(x)}
k=1
<Y m"1({(x,y):x€B0,k),y = f(x)}) = 0. |
k=1

Corollary 3.62. Assume that f :R" — [0,00] is a nonnegative function and let
A={x,y)eR"xR:0<y < f(x)}.

Then the following claims are true.

n+l

(1) f is a m"-measurable function if and only if A is a m™" " -measurable set.

(2) If the conditions in (1) hold, then

fdm" =m"(A).
Rn

THE MORAL: Theintegral gives the area under the graph of a nonnegative

measurable function.

Proof. Assume that f is a m”™-measurable function. By Corollary 3.60 the func-

1

tions (x,y) — —f(x) and (x,y) — y are m"*'-measurable and thus

Flx,y)=y-f(x)

1

is a m"*!l-measurable function. This implies that

A={x,y)eR"xR:0< y < f(x)}
={(x,y)eR*"xR:y=0}n{(x,y) eR" xR: F(x,y) <0}

is a m"*1-measurable set.
n+1

Conversely, assume that A is m"™" " -measurable. For every x € R" the slice

Ay={yeR:(x,y) e A} =0, f(x)]
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is a closed one-dimensional interval. By Fubini’s theorem m!(A,) = f(x) is a

measurable function for m™-almost every x and

m”+1(A)=/ 1)(A(OC,3’)(i77‘tn+1(oc,y)
[Rn-"'

= m(A)dm™(x)
Rn

=/ fx)dm™(x). O
Rn

We give an alternative proof for Cavalieri’s principle by Fubini’s theorem.
Compare to Theorem 3.44. By Theorem 3.62, we have

m"(A)= | mA)dm"x)= | flx)dm™(x).
R” R7

On the other hand, by Fubini’s theorem we have
m"*A) = / m(Ay)dm*(y) = / m{x €R™: f(x) = yHdml(y),
R 0

where A, ={x eR": (x,y) €A} ={xeR": f(x) = y},if y=0,and A, =@, if y < 0.
Thus -~
Flx)dm™(x) = / mx €A fx)=yDdm'(x).
R~ 0

We present a direct proof below.

Corollary 3.63. Let A cR" be a Lebesgue measurable set and let f : A — [0, 00]

be a Lebesgue measurable function. Then

/fdxz/ m({xeA: f(x)>t}dt.
A 0

Proof.
/fdx:/ XA(x)f(x)dx
A R”
nJ0o
:/ / XA(x)X[O,f(x))(t)dxdt (Fubini)
0 Rn

o0
:/ / XA(x)X{xER”:f(x»t}(x)dxdt
0 R?

:/ m(x €A : f(x)>thdt. O
0

Remark 3.64. Note that
o0
/ fdxz/ m({xeA: f(x)>thHdt
A 0

:/ m({xeA: f(x)=t})dt.
0
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Example 3.65. Let A c R? be a Lebesgue measurable set with m2(A) = 0. We claim
that almost every horizontal line intersects A in a set whose one-dimensional

Lebesgue measure is zero. The corresponding claim holds for vertical lines as well.

Reason. Let A1(y)={xe€R:(x,y)€ A} and Ag(x) ={yeR:(x,y) € A} with x,y e R.
We shall show that m(A1(y)) = 0 for almost every y € R and, correspondingly,
m1(Ay(x)) = 0 for almost every x € R. Let f = y4. Fubini’s theorem implies

O:mz(A):/ )(Ade:/(/f(x,y)dy) dx.
R2 R R

It follows that
ml(Ag(x) = / f(x,y)dy=0
R

for almost every x € R. The proof for the claim m'(A1(y)) = 0 for almost every y € R

is analogous. n

Conversely, if A c R? is a Lebesgue measurable set such that m1(A41(y)) = 0 for
almost every y € R or m1(Ag(x)) = 0 for almost every x € R, then m2(A) = 0.

Reason. Fubini’s theorem for the measurable function f = y4. =

WARNING: The assumption that A c R? is measurable is essential. Indeed,
there exist a set A < R? such that

(1) A is not Lebesgue measurable and thus m(A) > 0,
(2) every horizontal line intersects A at most one point and

(3) every vertical line intersects A at most one point.

(Sierpinski: Fundamenta Mathematica 1 (1920), p. 114)

The examples below show how we may apply Fubini’s theorem to evaluate

certain integrals.

Examples 3.66:
(1) We show that

o0 2
I:/ e dx=vr

(o0}
in two ways.
Note that e~*" > 0 for every x € R and

-1 2 1 2 o0 2
Is/ —xe ¥ dx+/ e ™ dx+/ xe ¥ dx < oo.
-0 -1 1

. a2 .
Since x — e™*" is even, we have

®© 9
1:2/ e " dx.
0
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It follows that

12:(/ e_dex)(/ e_yzdy)=4/ (/ e_(xz+y2)dy)dx.
oo —oo o o

Substitution y = xs implies dy = xds. By Fubini’s theorem

2
r = /00 (/we7(1+s2)x2xds) dx= /00 (/we7(1+32)x2xdx) ds
4 Jo o o o

1 [~ 1 1 °°
== —5ds=_arctans| =—
2 0 1+s 2 0
Thus I = /7.
By the polar coordinates, we have
/ e_(x2+y2)dxdy = lim e_(x2+y2)dxdy = lim e_(x2+y2)dxdy
R2 100/ B(0,i) 1= JB(0,i)
i pr2n 9 i 9
= _lim/ / e " rdrd0=2xlim | e " rdr
1—00 0 0 1—00 0
. —_ 2 L . —2
=xlim—-e" | =—xlim(e™" -1)=m,
1—00 0 1—00

where all integrals are (possibly improper) Riemann integrals. By the
Lebesgue monotone convergence theorem the Riemann and Lebesgue

integrals
/ e g dy
R2

coincide. By Fubini’s theorem

nz/ e_(x2+y2)dxdy=/(/e_xze_yzdy) dx
R2 R R
2 2 2 2
=/e‘x (/e‘y dy)dxz(/e_x dx)
R R R

and thus
/ e dx= V.
R
(2) Consider .
00 g—ax _ o=bx
/ ——dx, a,b>0.
0 X
Since . ,
e ax _g—bx
— = / e Vdy,
X a
we have

0 g—ax _ e—bx oo b
/ —dxz/ / e Vdydx.
0 x 0 Ja

The function (x,y) — e *? is continuous and thus Lebesgue measurable.

Since e Y > 0, we have

oo ,—ax —bx b oo b
- 1 b
/ de=/ / e_xydxdyz/ Zdy=log>
0 x a JO a Y a
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The following examples show that we cannot always switch the order of inte-

gration in iterated integrals.

Examples 3.67:
(1) Consider

1,1 .2 .2
/ / XY yda.
o Jo (xZ+y2)?
Note that

1 ,2_,2 1 ,2,,.2 1 2
- + -2
/udy:/ udﬁ/ i
0 (x2+y2)2 0 (x2+y2)2 0 (x2+y2)2
1 1
1 d 1
= ——dy+ — | dy.
/ox2+y2 Y /oy(dyx2+y2) Y
An integration by parts gives
1 1 1
d 1 y 1
/0 dy x%+y* a?+y?ly Jo x%+y?

1 |
= - dy.
x2+1 /0 3c2+y2 Y

/1 xZ _yZ 1
dy= ,
o (x2+y2)2 x2+1

from which it follows that

L Vg
/ / dydx:/ dx =arctanx| =—.
o (x2+ 2)2 0 x2+1 o 4

By symmetry

1,1 ,2 .2 1,1 ,2 .2
x4 —y x“—y b4
————dxdy=-— ————dydx=——.
/0 /0 (a2 + y2)2 ey /0 /0 (a2 +y2)? yex 4

Observe that in this case both iterated integrals exist and are finite, but

Thus

they are not equal. This does not contradict Fubini’s theorem, since

1 x
_ x _3’
// dydx—/o (/0 (x2+y2)? e /(x2 y2)? y)d
11 LS|
:/ —dx—/ 5 dx =oo.
0o X 0 X +1

The integral in the brackets can be evaluated by integration by parts.
(2) Let

2 +y2)2 yz)z

o0 o0
A= U Xli,i+1]x[i,i+1] and B= U Xli+1,i+2]x[i,i+1]-
i=0

i=0

Consider f:R? - R, f = ya — x8- Then

/f(x,y)dsz
R
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for every y € R and thus
/(/ f(x,y)dx) dy=0.

R\/R
On the other hand,

/ flae,y)dy = x10,11(x)

R
for every x € R an thus
/(/ f(x,y)dy) dx=1.

R\/R

It follows that
/(/ f(x,y)dx) dy=0# 1:/(/ f(x,y)dy) dx.
R /R R\J/R
(3) Let f:[0,11x[0,1] — R be defined by
22i’ 2—i <x< 2—i+1’ 2—i <y< 2—i+1,
fla,y)=4 —22+1  97i-lcyx <97l 27l <y < 2 itL
0, otherwise.
Then (exercise)
/ ( f(x,y)dx) dy=07£1=/ ( f(x,y)dy) dx.
[0,11 \J[0,1] [0,11 \J[0,1]
(4) Let 0=061<dg<...-.-<land §; — 1lasi—oo. Let g;,i=1,2,... be

continuous functions such that
1
suppg; <(6;,0;+1) and / gidt=1
0
for every i =1,2,.... Let

f@y) =Y (i) - gir1()gi ().

=1

The function f is continuous except at the point (1,1), but

1,1 1,1
/ / f(x,y)dydle;éO:/ / f(x,y)dxdy.
0o Jo 0o Jo
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o-algebra, 9
Borel, 22
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o-finite measure, 15

almost everywhere, 83
almost everywhere convergence, 89
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outer measure, 23
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set, 22

Cantor set, 61, 143
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Cavalieri’s principle, 136, 153
complete measure, 15, 82, 84
completion of a measure space, 15
convergence

almost everywhere, 89

almost uniform, 90

in measure, 90

locally uniform, 97
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pointwise, 88

uniform, 88
convergence in measure, 90
countable subadditivity, 1
counting measure, 3
cube, 39

dyadic, 46

de Morgan’s law, 9
diameter, 19

Dirac measure, 2
Discrete measure, 2
distance function, 19

cutoff function, 21

Index

exhaustion of an open set, 20

Lipschitz continuity, 20
distribution function, 135
dominated convergence theorem, 116
dyadic, 46

collection, 46

covering, 46

cube, 46

half-open, 46

nesting property, 46

Egoroff’s theorem, 94

extension of a measure, 16

Fatou’s lemma, 112
Fubini’s theorem, 144

Lebesgue measure, 150

Hahn-Kolmogorov theorem, 16

Hausdorff measure, 5

integrable function, 104, 113
integral
nonnegative measurable function,
104
nonnegative simple function, 101
Riemann, 140
signed function, 113
interval, 3
almost disjoint, 39
closed, 3
degenerate, 3, 4, 49
Lebesgue measure, 41
open, 41

Jordan measure, 38

Lebesgue integral, 123
L' convergence, 127
L1 space, 126
change of variables, 128, 129

invariance properties, 128

159



INDEX

160

polar coordinates, 130
Lebesgue measurable set, 54, 56
Lebesgue measure, 3, 56

o-finite, 16

Borel measure, 36

Borel regular, 24

finite, 3

infinite, 3

linear change of variables, 52

locally finite, 24

metric outer measure, 36

nonmeasurable set, 58

of an interval, 41

of the entire space, 49

outer measure, 3, 4

product structure, 149

Radon measure, 36

reflection invariance, 51

rotation invariance, 52

scaling property, 51

translation invariance, 51

zero, 3, 48
Littlewood’s principles, 97
locally uniform convergence, 97

Lusin’s theorem, 97

measurable function, 66, 67, 68, 69, 71,
71, 80
approximation by simple functions,
85, 87
measurable set, 7
o-algebra, 10
Lebesgue measure, 54, 56
monotone converge theorem, 16
Radon measure, 28, 30
measure, 13
o-finite, 15
complete, 15
completion, 15
extension, 16, 16
induced by an outer measure, 16

measure space, 13

metric outer measure, 34

monotone convergence theorem, 108
negative part of a function, 71, 113

outer measure, 1
o-finite, 15
Borel, 23
Borel regular, 23
complete, 15
countable additivity, 13
countable subadditivity, 1
induced by a measure, 16
Lebesgue, 3
locally finite, 24
metric, 34
monotonicity, 1
Radon, 23
regular, 24
restriction, 27

pointwise convergence, 88
polar coordinates, 130
positive part of a function, 71, 113

product outer measure, 144

Radon outer measure, 23
restriction of an outer measure, 27

Riemann integral, 140

simple function, 84
approximation of a measurable func-
tion, 85, 87
integral, 101

Tchebyshev’s inequality, 135
simple functions, 105

Tieze’s extension theorem, 100, 100

Tonelli’s theorem, 148

Lebesgue measure, 149

uniform convergence, 88
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