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1 Simplices and their facets

For given n ∈ N, we define an n-simplex S as the convex hull of the origin
p0 = 0 and n linearly independent vectors p1, . . . , pn ∈ R

n called the vertices
of S. If no confusion arises, we will write simplex instead of n-simplex. The
1

2
n(n+1) convex hulls of arbitrary pairs of distinct vertices are called edges of

S, whereas the n+1 convex hulls of n distinct vertices are called facets of S.
For given j ∈ {0, . . . , n}, we write Fj for the facet of S that does not contain
pj, which is called the facet opposite to pj. Let P = (p1| . . . |pn) be the n×n

matrix with the vertices of S as columns, and let j ∈ {1, . . . , n}. Write Pj

for the n × (n − 1) matrix that results from discarding pj from P . Facet Fj

is contained in the hyperplane Pj = colspan(Pj). The Euclidean distance of
pj to Pj is called the height hj of S above Fj. Since P is non-singular, there
exists Q = (q1| . . . |!qn) such that Q∗P equals the n × n identity matrix I,
and of course,

Q = P−∗ = (P−1)∗. (1)

In particular, q∗j Pj = 0 shows that qj is orthogonal to Pj, and because q∗j pj =
1, both pj and qj lie in the same half-space defined by Pj. For this reason,
we will say that qj is an inward normal to Fj. Since hj is the component of
pj in the direction of qj we find that

hj = p∗j
qj

‖qj‖
=

1

‖qj‖
, (2)

where ‖ · ‖ is the Euclidean norm. It remains to define an inward normal
q0 to F0 such that its length is the inverse of the height h0 of S above the
facet F0. This can be done by considering the simplex Ŝ with vertices p0 −
p1, . . . , pn − p1, which is S translated along the vector −p1. The facet of Ŝ

that does not contain −p1 corresponds to the facet F0 of S. Now, write

e = e1 + · · · + en, (3)

for the sum of the canonical basis vectors of R
n.

Proposition 1.1 The inward normal q0 to F0 having the property that
‖q0‖ = h−1

0 equals
q0 = −Qe. (4)

Proof. The facet F̂0 of Ŝ not containing −p1 is spanned by the n−1 vectors
pj − p1 for j ∈ {2, . . . , n}. Since

e∗Q∗(pj − p1) = e∗(ej − e1) = 1 − 1 = 0, (5)

we see that q0 defined by (4) is orthogonal to F̂0. Moreover,

−p∗1q0 = p∗1Qe = e∗1e = 1, (6)

showing that the length of q0 is the inverse of the height of Ŝ above F̂0. By
back translation over p1, the same is valid for S and F0. ¤
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This completes the linear algebraic description of the simplex, its facets, and
a set of inward normals to the facets with as lengths the inverses of the
heights of S.

Now, let n ≥ 2. To conclude this section, we will describe the facet F1 of S

seen as (n − 1)-simplex in the hyperplane P1. For this, write P = (p1|P1)
and Q = (q1|Q1), where both P1 and Q1 are n × (n − 1) matrices, and let

(q1|Q1) = (u1|U1)

[

ρ r∗1
0 R1

]

with (u1|U1)
∗(u1|U1) = I and R1 upper triangular

(7)
be a QR-decomposition of Q, with ρ = ‖q0‖ and r1 ∈ R

n−1. Notice that the
columns of U1 form an orthonormal basis for P1.

Proposition 1.2 The facet F1 is represented by the matrix R−∗

1 .

Proof. Since P = Q−∗, we find from (7) that

(p1|P1) = (q1|Q1)
−∗ = (u1|U1)

[

ρ−1 0
−ρ−1R−∗

1 r1 R−∗

1

]

. (8)

Comparing columns shows that P1 = U1R
−∗

1 and thus, R−∗

1 is a matrix rep-
resentation of the facet F1 of P with respect to the columns of U1. ¤

Consequently, the columns of R1 are inward normals to the facets of F1 with
respect to the columns of U1. These inward normals are the columns of U1R1

in the standard basis of R
n.

Proposition 1.3 The columns of U1R1 are the orthogonal projections onto
the hyperplane P1 containing F1 of the normals q2, . . . , qn to the facets
F2, . . . , Fn of S. Moreover, writing ê = (1, . . . , 1)∗ ∈ R

n−1, the orthogonal
projection onto P1 of the normal q0 to F0 equals −R1ê.

Proof. Since (7) gives that Q1 = U1R1 + u1r
∗

1, the statement is true for
q2, . . . , qn. From (7) we also find that

Qe = u1(ρ + r∗1 ê) + U1R1ê, (9)

showing that −R1ê equals the projection on P1 of q0 = −Qe. ¤

Notice that although the above explicitly describes the facet F1 and its inward
normals in P1, this is without loss of generality. By renumbering of the
columns of P similar observations hold for the facets F2, . . . , Fn of S, and by
translation of S over −p1 also for F0.
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Figure 1. Illustration of notations and results of Section 1.

In Figure 1, three of the four normals to the facets of a tetrahedron are
visible. For sake of clarity, outward normals are drawn. Also, the projections
of two of them on the plane containing F3 are depicted.

2 Acute and non-obtuse simplices

The inward normals q0, . . . , qn to the facets F0, . . . , Fn of a simplex S can be
employed to define the so-called dihedral angles between these facets.

Definition 2.1 For i, j ∈ {0, . . . , n} with i 6= j and n ≥ 2, let γij ∈]0, π[ be
the angle between qi and qj. Then αij = π − γij is called the dihedral angle
between Fi and Fj, where αij ∈]0, 1

2
π[ is called acute, αij = 1

2
π right, and

αij ∈]1
2
π, π[ obtuse.

Since
q∗i qj = ‖qi‖‖qj‖ cos γij = −‖qi‖‖qj‖ cos αij, (10)

we conclude that that each negative off-diagonal entry of the (symmetric)
matrix

(q0|Q)∗(q0|Q) =

[

q∗0q0 q∗0Q

Q∗q0 Q∗Q

]

(11)

corresponds to an acute dihedral angle, a zero entry to a right, and a positive
off-diagonal entry to an obtuse dihedral angle. In fact, the type of angle
between q0 and the other inward normals can, using (4), be derived from the
matrix Q∗Q since for j 6= 0,

q∗j q0 = −e∗jQ
∗Qe = −e∗jQ

∗(q1 + · · · + qn) = −(q∗j q1 + · · · + q∗j qn), (12)

which is the negative j-th row sum of Q∗Q. The advantage of merely studying
Q∗Q is, that any non-singular matrix Q represents a simplex, hence the study
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of the dihedral angles of a simplex reduces to the study of non-singular Gram
matrices.

Definition 2.2 For given symmetric matrix M , let α−(M), α0(M) and α+(M)
be half the numbers of off-diagonal entries of M that are negative, zero, and
positive, and β−(M), β0(M) and β+(M) the numbers of row sums of M that
are negative, zero, and positive, respectively.

We will now prove that an n simplex has at least n acute dihedral angles.
This result can be found at several places in the work by Fiedler [4, 6, 7, 8],
but was rediscovered and published fifty years later as [13]. Here, we give a
short proof based on a result for Gram matrices.

Lemma 2.3 For 1 ≤ k ≤ n, let V be a full rank real n × k matrix and set
M = V ∗V . Then,

β+(M) ≥ 1 and α−(M) + β+(M) ≥ k. (13)

Proof. Since 0 < ‖V e‖2 = e∗Me, the sum of all row sums of M is positive,
hence β+(M) ≥ 1. Without loss of generality, assume that first row sum is
positive. Write V = (v1|V1) and M1 = V ∗

1 V1, then

M =

[

v∗

1v1 v∗

1V1

V ∗

1 v1 M1

]

. (14)

Let ` be the number of negative entries of V ∗

1 v1. Then

α−(M) = α−(M1) + ` and β+(M) ≥ max(β+(M1) − `, 0) + 1, (15)

where the latter takes also the positive first row sum of M into account.
Therefore,

α−(M)+β+(M) ≥ α−(M1)+`+max(β+(M1)−`, 0)+1 ≥ α−(M1)+β+(M1)+1.
(16)

The proof is now completed using an induction argument. ¤

Corollary 2.4 Each simplex has at least n acute dihedral angles.

Proof. The number of acute dihedral angles of S equals α−(Q∗Q) +
β+(Q∗Q). Lemma 2.3 shows that this number is at least n. ¤

Remark 2.5 The fact that β+(Q∗Q) ≥ 1 reflects that each facet of S makes
at least one acute dihedral angle with another facet. This is because the row
sums of Q∗Q correspond to the dihedral angles between q0 and q1, . . . , qn,
whereas the origin is an arbitrary vertex of S.

The simplex represented by the identity matrix I is an example of a simplex
with precisely n acute dihedral angles. Simplices without any obtuse dihedral
angles are of importance in many applications. This motivates the following
nomenclature.
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Definition 2.6 A simplex S is called non-obtuse if none of its 1

2
n(n + 1)

dihedral angles are obtuse. A non-obtuse simplex without right dihedral
angles is called acute.

The following characterizations are valid independent of the matrix P that
is chosen to represent S, and therefore independent of Q:

• S is non-obtuse ⇔ α+(Q∗Q) = 0 and β−(Q∗Q) = 0,

• S is acute ⇔ α−(Q∗Q) = 1

2
(n − 1)n and β+(Q∗Q) = n.

The properties of non-obtuseness and acuteness of a simplex are inherited by
its facets, and inductively by facets of facets and so on. A proof based on
graph theory can be found in Fiedler’s work [4, 7]. Here we present a linear
algebraic proof.

Proposition 2.7 For n ≥ 3 the facets of an acute (non-obtuse) simplex S

are acute (non-obtuse).

Proof. Without loss of generality, we may assume that j = 1 and consider
F1 only. Using the QR-decomposition of Q = (q1|Q1) from (7) we find that

Q∗Q =

[

ρ2 ρr∗1
ρr1 R∗

1R1 + r1r
∗

1

]

. (17)

Assume that S is acute. Then the off-diagonal entries of Q∗Q are negative.
This includes the entries of ρr1, hence, r1r

∗

1 has positive entries. Thus the
off-diagonal entries of R∗

1R1 are negative. Since Q∗Q has positive row sums,

α = ρ2 + ρr∗1 ê > 0 and ρr1 + R∗

1R1ê + r1r
∗

1 ê has positive entries. (18)

Because ρr1 + r1r
∗

1 ê = αρ−1r1 has negative entries, the vector of row sums
R∗

1R1ê of R∗

1R1 has positive entries. Since R1 contains the inward normals
to the facets of F1, we conclude that F1 is acute. For non-obtuse simplices
the proof is similar. ¤

The converse of the above proposition is not valid: there exist obtuse tetra-
hedra of which all facets are acute triangles. An example is depicted in
Figure 2.

Figure 2. Example of an obtuse tetrahedron S with acute triangular
facets.
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The matrix representing the tetrahedron in Figure 2 is

P =





10 10 1
−2 2 1

0 0 10



 . (19)

The view is orthogonally from above, i.e., the x3-direction is perpendicular
to the bold triangular face which is in the (x1, x2)-plane. Clearly, F3 and F0

are acute triangles, and α13 is obtuse. Since p3 is chosen high enough above
the point (1, 1), also F1 and F2 are acute.

Remark 2.8 Recalling that the volume of a simplex can be computed as

Vol(S) =
hj

n
Vol(Fj), (20)

we find by (2) and (10) a geometric interpretation of the inner product q∗i qj,

q∗i qj = −
Vol(Fi)Vol(Fj)

[nVol(S)]2
cos αij, (21)

which was already derived for n = 2 in [9, 16] and for n = 3 in [12]. It
proved relevant in the context of finite element methods for partial differential
equations. ¤

3 Ortho-simplices and path-simplices

The simplex corresponding to the identity matrix I has exactly n acute di-
hedral angles. It has several additional interesting properties. For instance,

• its remaining 1

2
(n − 1)n dihedral angles are right,

• it has n mutually orthogonal edges,

• its facet F0 makes acute dihedral angles with each of the other facets.

The latter property rephrases that β+(I) = n. In fact, the facet F0 itself,
seen as an (n − 1)-simplex, has only acute dihedral angles. The interest of
properties like the above motivates the following terminology.

Definition 3.1 An ortho-simplex is a simplex having n mutually orthogonal
edges. A path-simplex is an ortho-simplex whose n orthogonal edges form a
path.

Ortho-simplices are, in fact, exactly the simplices with the maximal amount
of 1

2
(n− 1)n right dihedral angles [5, 8]. This gives as an alternative charac-

terization that:

• S is an ortho-simplex ⇔ α0(Q
∗Q) + β0(Q

∗Q) = 1

2
(n − 1)n.
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Again, this is independent of the choice for the matrix P representing S,
and thus independent of Q. The above equivalence immediately shows that
ortho-simplices are non-obtuse. Consequently, also path-simplices are non-
obtuse.

The canonical example of a path-simplex is the simplex S represented by the
all-ones upper triangular n × n matrix T , i.e.,

T =











1 · · · · · · 1
. . .

...
. . .

...
1











where T−∗ =











1

−1 1
. . . . . .

−1 1











(22)

has inward normals to the facets F1, . . . , Fn as columns, whereas the remain-
ing normal q0 equals −T−∗e = −e1. Clearly, S has a path of orthogonal edges
from the origin to the point e ∈ R

n, and those orthogonal edges are edges of
a unit hypercube.

Unlike ortho-simplices in general, path-simplices have the additional property
that each of their facets is again a path-simplex [7]. Also, an ortho-simplex
is a path-simplex if and only if it contains the center of its circumscribed ball
[1].

Now, let D be a non-singular diagonal matrix, then DT is also a path-simplex.
The lengths of its consecutive edges belonging to the orthogonal path are the
absolute values of the diagonal entries of D. If U is orthogonal, then UDT

also represents a path-simplex. Since the columns of T are increasing in
length from left to right, so are the columns of UDT . Therefore,

P = UDTE, (23)

where E is a (column)permutation, is the general matrix representation of a
path-simplex whose path of orthogonal edges starts at the origin.

Ortho-simplices and path-simplices in particular are very useful in spline
approximation theory in general, and finite element methods in particular.
They also have a central role in geometry. It was conjectured by Hadwiger [10]
in 1957 that every simplex can be decomposed into a finite number of path-
simplices. If this conjecture is correct, it would show that path-simplices are
even more elementary geometric building blocks than simplices themselves.
Because of the following theorem and its corollary, the difficulty of the con-
jecture is to decompose an arbitrary simplex into non-obtuse simplices.
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Figure 3. Dissection of non-obtuse and acute simplices into
path-simplices.

Theorem 3.2 Let x be a point in the interior of a non-obtuse n-simplex S.
Then S can be dissected into (n + 1)! path-subsimplices whose orthogonal
paths of n edges all end at x.

Proof. By induction. The induction basis for n = 2 is illustrated left
in Figure 3. Let S be a non-obtuse n-simplex with given interior point x.
Define

Sj = conv(x, Fj), j ∈ {0, . . . , n}. (24)

Then S0, . . . , Sn is a dissection of S into n + 1 subsimplices. The orthogonal
projection xj of x onto Fj is an interior point of Fj. By the induction hypoth-

esis, we can dissect Fj into n! path-subsimplices Ŝ1
j , . . . , Ŝ

n!
j with orthogonal

paths ending at xj. Then

Si
j = conv(x, Ŝi

j), i ∈ {1, . . . , n!}, (25)

is a dissection of Sj into n! path-subsimplices, because x − xj is orthogonal
to Fj, and thus it extends the orthogonal path of Sj to length n. Doing this
for all j results in (n + 1)! path-subsimplices of S, proving the statement. ¤

The following corollary is immediate and is illustrated in the middle and right
of Figure 3.

Corollary 3.3 Each acute n-simplex S can be dissected into n! path-subsimplices.

Proof. The orthogonal projection xj of pj onto Fj is an interior point of Fj.
Using Theorem 3.2, we can dissect Fj into n! path-subsimplices S1, . . . , Sn!

whose orthogonal paths all end at xj. The n! convex hulls of Sj and x form
the required subdivision of S. ¤

If S is non-obtuse but not acute, degenerate results can be obtained due to the
fact that some of the above path-subsimplices may dimensionally collapse.
For example, see Corollary 4.3 as a degenerates case of Theorem 4.2 in the
following section.
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In 1960, Lenhardt [14] showed that each tetrahedron can be decomposed in
at most 12 path-tetrahedra. Charsischwili [2] proved that each 4-simplex
can be subdivided into a finite number of path-subsimplices. Tschirpke [17]
solved the case n = 5. For n ≥ 6 the conjecture remains open.

4 Dissection of path-simplices into n path-

subsimplices

It is easy to dissect a right triangle into two right subtriangles. Much less triv-
ial is that a path-tetrahedron can be dissected into three path-subtetrahedra.
This was shown by Coxeter [3] in 1989. Here we will prove that path-simplices
can be subdivided into n+1 path-subsimplices. As a degenerate case, a subdi-
vision into n path-subsimplices follows. Coxeter’s trisection then corresponds
to our result for n = 3. First we prove a lemma.

Lemma 4.1 Let n ≥ 2, and let S be an n-simplex represented by (p1| . . . |pn) =
P = DT . Then the orthogonal projection w of p1 onto F1 equals

w = p2

‖p1‖
2

‖p2‖2
, (26)

which equals the orthogonal projection of p1 onto p2.

Proof. The explicit form of T and T−∗ in (22) shows that the normal
q1 = D−1T−∗e1 to F1 is a linear combination of p1 and p2, and that there
exist non-zero α and β such that

p1 = αp2 + βq1, and q1 ⊥ p2. (27)

Thus, the orthogonal projection w of p1 on F1 equals the orthogonal projec-
tion of p1 on p2, which can be computed as

w = p2

p∗2p1

p∗2p2

. (28)

Now, p∗2p1 = (p2−p1 +p1)
∗p1 = p∗1p1 because p2−p1 ⊥ p1, and the statement

follows. ¤

We will now prove that a path-simplex S can be subdivided into n + 1 path-
subsimplices, such that their orthogonal paths all end at a point located at
the first orthogonal edge p0p1 of S. This is illustrated in Figure 4. For
n = 2, two edges are drawn inside a right triangle p0, p1, p2: one from α1p1

orthogonally onto the edge p0p2, and one from α1p1 to the vertex p2. This
subdivides the right triangle into three right subtriangles, and the paths of
orthogonal edges of the subtriangles end at α1p1.
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Figure 4. Subdivision of a path-simplex into n + 1 path-subsimplices for
n = 2 and n = 3.

For n = 3, consider the path-tetrahedron p0, p1, p2, p3 at the right of Fig-
ure 4. The point α1p1 trivially determines a path-tetrahedron with vertices
α1p1, p1, p2 and p3 and a second tetrahedron p0, α1p1, p2, p3. The latter can be
trisected using trisection of the right triangular face p0, p2, p3 opposite α1p1

into three right triangles with paths ending at the orthogonal projection α2p2

of α1p1 onto p2, and adding the edge between α1p1 and α2p2, which completes
the orthogonal paths to length three. The fact that the trisection of the right
triangle opposite α1p1 is used in the subdivision of the path-tetrahedron into
four path-subtetrahedra suggests the following induction proof for arbitrary
n.

Theorem 4.2 Let n ≥ 2, and let S be an n-simplex represented by (p1| . . . |pn) =
P = DT . Then for each α1 ∈]0, 1[, S can be subdivided into n + 1 path-
subsimplices having the property that their n+1 orthogonal paths of n edges
all end at α1p1.

Proof. By induction. The induction basis for n = 2 and n = 3 is illustrated
in Figure 4. Let S be an n-simplex represented by P = DT , and let α1 ∈]0, 1[.
Then the point α1p1 uniquely determines a bisection of S into two simplices
S1 and S ′, where

S1 = conv(α1p1, F0) and S ′ = conv(α1p1, F1). (29)

Obviously, S1 is a path-simplex with orthogonal path ending at α1p1. Con-
sider S ′. By Lemma 4.1, the orthogonal projection of α1p1 onto F1 equals
α2p2, where

0 < α2 = α1

‖p1‖
2

‖p2‖2
< 1. (30)

By induction, since F1 is an (n − 1) dimensional path-simplex with ma-
trix representation (p2| . . . |pn), it can be subdivided into n path-subsimplices
Ŝ1, . . . , Ŝn whose orthogonal paths all end at α2p2. Defining

Sj+1 = conv(α1p1, Ŝj) for j ∈ {1, . . . , n}, (31)
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then subdivides S ′ into n path-simplices S2, . . . , Sn+1, because the additional
edge between α2p2 and α1p1 is orthogonal to F1. Hence, S is subdivided into
n + 1 path-subsimplices S1, . . . , Sn+1, proving the theorem. ¤

For α1 = 1, a degenerate case results, which for n = 3 reduces to the trisection
in [3] of the path-tetrahedron illustrated at the left in Figure 5.

Corollary 4.3 Each path-simplex S represented by P = DT can be subdi-
vided into n path-subsimplices whose paths of orthogonal edges all end at
p1.

Proof. Using Theorem 4.2, subdivide F1 into n path-subsimplices S1, . . . , Sn

with paths ending at the orthogonal projection of p1 on p2. Then Lemma
4.1 shows that the convex hulls of p1 with each of the Sj is the required
subdivision of S. ¤

In Figure 5, the new vertices that resulted from the trisection of the path-
tetrahedron are denoted by y1, . . . , y3. From the construction in Theorem
4.2 for arbitrary n we see that yj is the projection of yj−1 on the span Vj of
pj, . . . , pn. Since we have

Vn ⊂ · · · ⊂ Vj ⊂ · · · ⊂ V1, (32)

we conclude that yj is the projection of p1 onto Vj. Therefore, by Lemma
4.1, we even get that yj is the projection of p1 onto pj, hence,

yj = pj

‖p1‖
2

‖pj‖2
. (33)

Korotov and Kř́ıžek observed in [11] that applying the trisection of Cox-
eter once more to the path-subtetrahedron y0, y3, y2, y1, the resulting path-
tetrahedron z0, z1, z2, z3 indicated in the right of Figure 5, is similar to S in
the sense that zj = αpj for a fixed α ∈]0, 1[. This also holds for arbitrary n.

Figure 5. Left: Coxeter’s trisection of the path-tetrahedron. Right: its
double application.
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Theorem 4.4 Given a path-simplex S with matrix representation (p1| . . . |pn) =
DT and its subdivision into n path-subsimplices S1, . . . , Sn according to
Corollary 4.3. Apply the procedure again to the subsimplex S1 having the
origin as vertex. Then the resulting path-simplex S1,1 having the origin as
vertex is similar to S.

Proof. Using (33) twice, we find that S1,1 has matrix representation
(z1| . . . |zn) where

zj = yj

‖yn‖
2

‖yj‖2
= pj

‖p1‖
2

‖pn‖2
. (34)

The scaling factor ‖p1‖
2‖pn‖

−2 is independent of j and thus S1,1 is similar
with S. ¤

The above property may be used in local refinement towards a vertex on
the longest diagonal of a given path-simplex, resulting in a self-similar non-
obtuse face-to-face partition. As was proved in [15], a partition consisting of
path-simplices is of Delaunay type.

Corollary 4.5 Let k ≥ 3 be an integer. Then each path-tetrahedron can be
decomposed into k path-subtetrahedra.

Proof. Follows directly from Corollary 4.3 and Theorems 4.1 and 4.4. See
also Figures 4 and 5 for k ∈ {3, 4, 5}. ¤
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[11] S. Korotov and M. Kř́ıžek (2005). Global and local refinement tech-
niques yielding nonobtuse tetrahedral partitions Comput. Math. Appl.,
50:1105–1113.
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