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#### Abstract

We consider the process tomography problem of the following kind: based on electromagnetic measurements on the surface of a pipe, describe the concentration distribution of a given substance in a fluid moving in the pipeline. We view the problem as a state estimation problem. The concentration distribution is treated as a stochastic process satisfying a stochastic differential equation. This is referred to as the state evolution equation. The measurements are described in terms of an observation equation containing the measurement noise. The time evolution is modelled by a stochastic convection-diffusion equation. The measurement situation is represented by the most realistic model for electrical impedance tomography, the complete electrode model. In this thesis, we give the mathematical formulation of the state evolution and observation equations and then we derive the discrete infinite dimensional state estimation system. Since our motive is to monitor the flow in the pipeline in real time, we are dealing with a filtering problem in which the estimator is based on the current history of the measurement process. For computational reasons we present a discretized state estimation system where the discretization error is taken into account. The discretized filtering problem is solved by the Bayesian filtering method.
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## Notations

| $:=,=$ : | definition |
| :---: | :---: |
| $\propto$ | proportional to |
| $\sim$ | identically distributed |
| $\mathbb{N}$ | the set of natural numbers $\{1,2, \ldots\}$ |
| $\mathbb{N}_{0}$ | $\mathbb{N} \cup\{0\}$ |
| $\mathbb{R}$ | the set of real numbers |
| $\mathbb{R}_{+}$ | the set of positive real numbers |
| $\mathbb{C}$ | the complex plane |
| $a \wedge b$ | the minimum of real numbers $a$ and $b$ |
| $\operatorname{sgn} a$ | the sign of a real number $a$ |
| $i$ | the imaginary unit |
| $\|z\|$ | the absolute value of a complex number $z$ |
| $\arg z$ | the argument of a complex number $z$ |
| $\mathrm{Re} z$ | the real part of a complex number $z$ |
| $\operatorname{Im} z$ | the imaginary part of a complex number $z$ |
| $\bar{z}$ | the complex conjugate of a complex number $z$ |
| $\mathbb{R}^{n}$ | the $n$-dimensional Euclidean space |
| $\mathbb{R}^{n \times m}$ | the set of $n \times m$ real matrices |
| $A^{T}$ | the transpose of a matrix $A$ |
| $\operatorname{det} A$ | the determinant of a matrix $A$ |
| $\bar{A}$ | the closure of a set A |
| $A^{c}$ | the complement of a set $A$ |
| $\partial A$ | the boundary of a set $A$ |
| $\begin{aligned} & \chi_{A} \\ & {[a, b]} \end{aligned}$ | the characteristic (or indicator) function of a set $A$ the interval $\{x \in \mathbb{R}: a \leq x \leq b\}$ |
| $(a, b)$ | the interval $\{x \in \mathbb{R}: a<x<b\}$ |
| $[a, b)$ | the interval $\{x \in \mathbb{R}: a \leq x<b\}$ |
| ( $a, b$ ] | the interval $\{x \in \mathbb{R}: a<x \leq b\}$ |
| $B(a, r)$ | an open ball with radius $r$ and centre at $a$ |
| $\rho(\cdot, \cdot)$ | a metric |
| $\\|\cdot\\|$ | a norm |
| $(\cdot, \cdot)$ | an inner product |
| $\operatorname{span}(A)$ | the linear span of a set $A$ |
| $\operatorname{dim} E$ | the dimension of a space $E$ |
| $B(E, F)$ | the space of bounded linear operators from $E$ to $F$ |


| $E^{\prime}$ | the dual space of a norm space $E$ |
| :--- | :--- |
| $\langle\cdot, \cdot\rangle$ | a dual operation |
| $\mathcal{D}(A)$ | the domain of an operator $A$ |
| $\mathcal{R}(A)$ | the range of an operator $A$ |
| Ker $(A)$ | the null space of an operator $A$ |
| $A^{\prime}$ | the Banach adjoint of an operator $A$ |
| $A^{*}$ | the Hilbert adjoint of an operator $A$ |
| $l^{\infty}$ | the space of bounded sequences |

## Chapter 1

## Introduction

In practical measurements of physical quantities we have directly observable quantities and others that cannot be observed. If some of the unobservable quantities are of our primary interest, we are dealing with an inverse problem. In that case, we need to discover how to compute the values of the quantities of primary interest from the observed values of the observable quantities, the measured data. The interdependence of the quantities in the measurement setting is described through mathematical models. For solving the inverse problem we have to be able to analyse mathematically the model of the measurement process. If we have some prior information about the quantities of primary interest, it is beneficial to use statistical approach to inverse problems. In statistical inversion theory it is assumed that all quantities included in the model are represented by random variables. The randomness describes our degree of knowledge concerning their realizations. Our information about their values is coded into their distributions. Therefore the randomness is due to the lack of information, not to the intrinsic randomness of the quantities in the measurement setting. The statistical inversion theory is based on the Bayes formula. The prior information of the quantities of primary interest is presented in the form of a prior distribution. The likelihood function is given by the model for the measurement process. The solution to the inverse problem is the posterior distribution of the random variables of interest after performing the measurements. By the Bayes formula the posterior distribution is proportional to the product of the prior distribution and likelihood function.

In several applications one encounters a situation in which measurements that constitute the data of an inverse problem are done in a nonstationary environment. More precisely, it may happen that the physical quantities that are in the focus of our primary interest are time dependent and the measured data depends on these quantities at different time instants. Inverse problems of this type are called nonstationary inverse problems. They are often viewed as a state estimation problem. Then the quantities in the measurement setting are treated as stochastic processes. Usually, the time evolution of the quantities of primary interest, the state of the system, is described by a stochastic differential equation referred to as the state evolution equation. The measurements are modeled by an observation equation containing the measurement noise. The solution to the state estimation problem is the conditional expectation of the quantities of primary interest with respect to the measured data. If our motive is, for instance, to have a real-time monitoring of the
quantities of primary interest, we are dealing with a filtering problem in which the estimator is based on the current history of the measurement process.

Often in state estimation approach the time variable is assumed to be discrete and the space variable to be finite dimensional. This is convenient from the practical point of view. Observations are usually done at discrete time instants and the computation requires space discretization. Hence discrete state evolution and observation equations are needed. They may be derived from the continuous ones, especially if the state evolution and observation equations are linear. In many applications, it is assumed that the discretized version of the discrete infinite dimensional state estimation problem represents the reality. Nevertheless, discretization causes always an error, which should be included into the state estimation system. If we analyse the continuous infinite dimensional state evolution and observation equations, we may be able to present the distribution of the discretization error. The discretized filtering problem can be solved by the Bayesian filtering method. The discretized state evolution equation is used to find the prior distribution and the likelihood function is given by the discretized observation equation. The solution to the filtering problem is the posterior distribution given by the Bayes formula. As an example of nonstationary inverse problem we examine the electrical impedance process tomography problem.

### 1.1 Electrical Impedance Process Tomography

In this thesis we consider the process tomography problem of imaging the concentration distribution of a given substance in a fluid moving in a pipeline based on electromagnetic measurements on the surface of the pipe. In electrical impedance tomography (EIT) electric currents are applied to electrodes on the surface of an object and the resulting voltages are measured using the same electrodes (Figure 1.1). The conductivity distribution inside the object is reconstructed based on the voltage measurements. The relation between the conductivity and concentration depends on the process and is usually non-linear. At least for strong electrolytes and multiphase mixtures such relations are studied and discussed in the literature [7, 12]. In traditional EIT it is assumed that the object remains stationary during the measurement process. A complete set of measurements, also called a frame, consists of all possible linearly independent injected current patterns and the corresponding set of voltage measurements. In process tomography we cannot in general assume that the target remains unaltered during a full set of measurements. Thus conventional reconstruction methods $[4,5,6,46,47,49]$ cannot be used. The time evolution needs to be modeled properly. We view the problem as a state estimation problem. The concentration distribution is treated as a stochastic process that satisfies a stochastic differential equation referred to as the state evolution equation. The measurements are described in terms of an observation equation containing the measurement noise. Our goal is to have a real-time monitoring for the flow in a pipeline. For that reason the computational time has to be minimized. Therefore, we use a simple model, the convection-diffusion equation, for the flow. It allows numerical implementation using FEM techniques. Since we cannot be sure that other features such as turbulence of the flow do not appear, we use stochastic modelling. The measurement situation is represented by the most realistic model for EIT, the complete electrode model. The measurements are done in a part of the boundary


Figure 1.1: EIT in process tomography
of the pipe. We get enough information for an accurate computation only from a segment of the pipe. It would be natural to choose the domain of the model to be the segment of the pipe. If the domain is restricted to be a segment of the pipe, we have to use some boundary conditions in the input and output end of the segment. The choice of boundary conditions has an effect on the solution. The most commonly used boundary conditions do not represent the actual circumstances in the pipe. Therefore, we do not truncate the domain but instead assume that the pipe is infinitely long. With the assumption we derive the discrete infinite dimensional state estimation system.

This problem has been considered in the articles [43, 45, 41] and in the proceedings papers $[40,44,42,38]$. Those articles and proceeding papers concentrate on the numerical implementation of the problem. An experimental evaluation is presented in the proceeding paper [39]. In those articles and proceeding papers the discretized state estimation system is assumed to model the real measurement process. The discretization error is omitted. In this thesis the main interest is in the mathematical formulation of the state evolution and observation equations and presenting a discretized state estimation system in which the discretization error is taken into account. Preliminary results have been published in proceedings papers [33, 34] written by the author.

### 1.2 Overview of this Thesis

The main purpose of this thesis is to present the state estimation system corresponding to electrical impedance process tomography and to perform discretization in such a manner that the discretization error is taken into account. We combine the theory of partial differential equations and stochastic analysis in infinite dimensions to solve the stochastic convection-diffusion equation. Since only few researchers interested in inverse problems are familiar with both branches of mathematics, we present well-known results concerning both fields. This thesis is rather self-contained even though it is assumed that the reader has a firm background in mathematics. The Lebesgue integration theory of scalar valued functions and stochastic analysis in $\mathbb{R}^{n}$ are supposed to be known. The reader should also be acquainted with the principles of functional analysis and theory of partial differential equations. Chapters 2-4 introduce the theory needed to solve the stochastic convection-diffusion equation. In Chapter 2 we discuss the concept of analytic semigroups and sectorial operators.

We use analytic semigroups generated by sectorial operators to solve initial value problems. Elliptic partial differential operators are studied in terms of sectoriality in Chapter 3. Chapter 4 considers stochastic analysis in infinite dimensional spaces. As a consequence we are able to solve linear stochastic differential equations. The existence and uniqueness of the solution to the complete electrode model in unbounded domains are proved in Chapter 5. Finally, in Chapter 6 we return to the electrical impedance process tomography problem. We present the continuous infinite dimensional state estimation system concerning the problem. A discretized state estimation system and the evolution and observation updating formulas of the Bayesian filtering are also introduced.

In this thesis there are four appendixes which contain theory needed in Chapters 2-4. In Appendix A basic properties of the resolvent set and operator used in Chapter 2 are introduced. The Bochner integration theory for Banach space valued functions is handled in Appendix B. The analytic semigroup generated by a sectorial operator is defined as an integral of an operator valued function along a curve in the complex plane. In Appendix C we apply the Bochner integration theory and show that the Cauchy integral theorem and formula are valid for holomorphic operator valued functions. The covariance operator of a Gaussian measure in a Hilbert space is a nuclear operator. Proper integrands of the stochastic integral with respect to a Hilbert space valued Wiener process are processes with values in the space of HilbertSchmidt operators. In Appendix D we present basic properties of Hilbert-Schmidt and nuclear operators.

In the beginning of each chapter we comment on the references used in that chapter and related literature. We do not refer to the literature concerning single results since the proofs of almost all theorems, propositions, lemmas etc. are included in the thesis. Often the proofs contain more details than those which can be found from the literature. In Chapter 4 there are few lemmas which we could not find from the literature in the required form. However, the proofs have only slight differences between those introduced in the literature. New results are presented in Chapters 5 and 6. All details in the proofs of the results concerning the complete electrode model in unbounded domains in Chapter 5 are made by the author. The main results of this thesis are presented in Section 6.3, which is entirely based on the author's individual work.

## Chapter 2

## Analytic Semigroups

In this chapter we introduce some properties of analytic semigroups generated by unbounded operators. We shall use analytic semigroups to find solutions to initial value problems. The theory of semigroups can be found among others in the books of Davies [8], Goldstein [15], Hille and Phillips [16], Lunardi [28], Pazy [31] and Tanabe [50, 51].

Let $\left(E,\|\cdot\|_{E}\right)$ be a Banach space. We denote by $B(E)$ the space of bounded linear operators from $E$ to $E$ equipped with the operator norm

$$
\|A\|_{B(E)}:=\sup \left\{\|A x\|_{E}: x \in E,\|x\|_{E} \leq 1\right\}
$$

for all $A \in B(E)$. An operator family $\{T(t)\}_{t \geq 0} \subset B(E)$ is called a semigroup if
(i) $T(t) T(s)=T(s+t)$ for all $s, t \geq 0$ and
(ii) $T(0)=I$.

The linear operator $A: \mathcal{D}(A) \rightarrow E$ defined by

$$
\begin{aligned}
& \mathcal{D}(A):=\left\{x \in E: \exists \lim _{t \rightarrow 0^{+}} \frac{T(t) x-x}{t}\right\}, \\
& A x:=\lim _{t \rightarrow 0^{+}} \frac{T(t) x-x}{t} \text { if } x \in \mathcal{D}(A),
\end{aligned}
$$

is called the infinitesimal generator of the semigroup $\{T(t)\}_{t \geq 0}$. A semigroup $\{T(t)\}_{t \geq 0}$ is said to be strongly continuous if for all $x \in E$ the function $t \mapsto T(t) x$ is continuous in the interval $[0, \infty)$. It is said to be analytic if the function $t \mapsto T(t)$ can be extended to be an analytic function from a sector

$$
\begin{equation*}
\{z \in \mathbb{C}: z \neq 0,|\arg z| \leq \beta\} \tag{2.1}
\end{equation*}
$$

with some $\beta \in(0, \pi)$ to the space $B(E)$, i.e., for every disc $B(a, r)$ in Sector (2.1) there exists a series

$$
\sum_{n=0}^{\infty} A_{n}(z-a)^{n}
$$

where $A_{n} \in B(E)$ which converges in $B(E)$ to $T(z)$ for all $z \in B(a, r)$.

### 2.1 Sectorial Operators

This section is based on the beginning of Chapter 2 in the book of Lunardi [28]. Basic properties of the resolvent set $\rho(A)$ and resolvent operator $R(\lambda, A)$ which will be used in this section are presented in Appendix A.

Let $\left(E,\|\cdot\|_{E}\right)$ be a Banach space and $A: \mathcal{D}(A) \subseteq E \rightarrow E$ a linear operator with not necessarily dense domain $\mathcal{D}(A)$. If $A$ is a bounded operator and $\mathcal{D}(A)=E$, we can define the operator $e^{t A}$ by the series

$$
\begin{equation*}
e^{t A}:=\sum_{k=0}^{\infty} \frac{t^{k} A^{k}}{k!} \tag{2.2}
\end{equation*}
$$

for all $t>0$. In addition, we denote $e^{0 A}:=I$. Then the operator family $\left\{e^{t A}\right\}_{t \geq 0}$ has properties
(i) $e^{t A} \in B(E)$ for all $t \geq 0$,
(ii) $e^{t A} e^{s A}=e^{(s+t) A}$ for all $s, t \geq 0$,
(iii) $e^{0 A}=I$,
(iv) the function $z \mapsto e^{z A}$ is holomorphic in the whole complex plane and
(v) $\lim _{t \rightarrow 0^{+}} \frac{e^{t A} x-x}{t}=A x$ for all $x \in E$.

Hence a bounded linear operator $A$ defined in the whole $E$ generates a strongly continuous analytic semigroup $\left\{e^{t A}\right\}_{t \geq 0}$.

If $A$ is unbounded, Series (2.2) does not make sense. Under some specific assumptions an unbounded linear operator generates an analytic semigroup.

Definition 2.1. A linear operator $A$ is sectorial if there exist constants $\omega \in \mathbb{R}$, $\theta \in(\pi / 2, \pi)$ and $M>0$ such that
(i) $S_{\omega, \theta}:=\{\lambda \in \mathbb{C}: \lambda \neq \omega,|\arg (\lambda-\omega)|<\theta\} \subset \rho(A)$ and
(ii) $\|R(\lambda, A)\|_{B(E)} \leq \frac{M}{|\lambda-\omega|} \quad$ for all $\lambda \in S_{\omega, \theta}$.

Let $A$ be a sectorial operator with the constants $\omega, \theta$ and $M$. Since the resolvent set of $A$ is not empty, $A$ is closed. According to the conditions (i) and (ii) in Definition 2.1 we can define a bounded linear operator $U(t)$ in the space $E$ as a uniform Bochner integral

$$
\begin{equation*}
U(t):=\frac{1}{2 \pi i} \int_{\omega+\gamma_{r, \eta}} e^{t \lambda} R(\lambda, A) d \lambda \tag{2.3}
\end{equation*}
$$

for all $t>0$ where $r>0, \eta \in(\pi / 2, \theta)$ and $\gamma_{r, \eta}$ is the curve

$$
\{\lambda \in \mathbb{C}:|\arg \lambda|=\eta,|\lambda| \geq r\} \cup\{\lambda \in \mathbb{C}:|\arg \lambda| \leq \eta,|\lambda|=r\}
$$

oriented counterclockwise. In addition, we define

$$
\begin{equation*}
U(0) x:=x \tag{2.4}
\end{equation*}
$$

for all $x \in E$. By Proposition A. 2 the function $\lambda \mapsto e^{t \lambda} R(\lambda, A)$ is holomorphic in the domain $S_{\omega, \theta}$. Since $\omega+\gamma_{r, \eta} \subset S_{\omega, \theta}$ for all $r$ and $\eta$, the operator $U(t)$ does not depend on the choice of $r$ and $\eta$. Details concerning the definition of the integral can be found from Appendix C.


Figure 2.1: (a) The set $S_{\omega, \theta}$ and (b) the integration path $\gamma_{r, \eta}$
In the following proposition we state the main properties of the operator family $\{U(t)\}_{t \geq 0}$ defined by Formulas (2.3) and (2.4).

Proposition 2.2. Let $A$ be a sectorial operator with the constants $\omega$, $\theta$ and $M$ and the operator family $\{U(t)\}_{t \geq 0}$ defined by Formulas (2.3) and (2.4). Then the following statements are valid.
(i) $U(t) x \in \mathcal{D}\left(A^{k}\right)$ for all $k \in \mathbb{N}, t>0$ and $x \in E$. If $x \in \mathcal{D}\left(A^{k}\right)$ for $k \in \mathbb{N}$, then $A^{k} U(t) x=U(t) A^{k} x$ for all $t \geq 0$.
(ii) $U(t) U(s)=U(s+t)$ for all $s, t \geq 0$.
(iii) There exist constants $M_{0}, M_{1}, M_{2}, \ldots$ such that

$$
\|U(t)\|_{B(E)} \leq M_{0} e^{\omega t} \quad \text { and } \quad\left\|t^{k}(A-\omega I)^{k} U(t)\right\|_{B(E)} \leq M_{k} e^{\omega t}
$$

for all $k \in \mathbb{N}$ and $t>0$. In particular, for all $k \in \mathbb{N}$ there exists a constant $C_{k}>0$ such that

$$
\left\|t^{k} A^{k} U(t)\right\|_{B(E)} \leq C_{k} e^{(\omega+1) t}
$$

for all $t>0$.
(iv) The function $t \mapsto U(t)$ belongs to the space $C^{\infty}((0, \infty) ; B(E))$ and

$$
\frac{d^{k}}{d t^{k}} U(t)=A^{k} U(t)
$$

for all $t>0$. In addition, the function $t \mapsto U(t)$ has an analytic extension in the sector

$$
S:=\left\{z \in \mathbb{C}: z \neq 0,|\arg z|<\theta-\frac{\pi}{2}\right\} .
$$

Proof. (i) Let $\lambda \in \rho(A)$. By the definition of the resolvent operator

$$
A R(\lambda, A)=\lambda R(\lambda, A)-I
$$

on $E$. Since $A$ is sectorial and $R(\lambda, A) x \in \mathcal{D}(A)$ for all $\lambda \in \rho(A)$ and $x \in E$,

$$
\begin{aligned}
A U(t) x & =\frac{1}{2 \pi i} \int_{\omega+\gamma_{r, \eta}} e^{t \lambda} A R(\lambda, A) x d \lambda \\
& =\frac{1}{2 \pi i} \int_{\omega+\gamma_{r, \eta}} \lambda e^{t \lambda} R(\lambda, A) x d \lambda-\frac{1}{2 \pi i} \int_{\omega+\gamma_{r, \eta}} e^{t \lambda} x d \lambda \\
& =\frac{1}{2 \pi i} \int_{\omega+\gamma_{r, \eta}} \lambda e^{t \lambda} R(\lambda, A) x d \lambda
\end{aligned}
$$

for all $t>0$ because the function $\lambda \mapsto e^{t \lambda}$ is holomorphic, $\eta>\pi / 2$ and therefore

$$
\int_{\omega+\gamma_{r, \eta}} e^{t \lambda} d \lambda=0
$$

Using induction we are able to prove that

$$
A^{k} U(t) x=\frac{1}{2 \pi i} \int_{\omega+\gamma_{r, \eta}} \lambda^{k} e^{t \lambda} R(\lambda, A) x d \lambda
$$

for all $k \in \mathbb{N}, t>0$ and $x \in E$. Since $A$ is sectorial, the integral is well defined for all $k \in \mathbb{N}$. The calculation above proves the beginning of the induction. Let us assume that

$$
A^{k} U(t) x=\frac{1}{2 \pi i} \int_{\omega+\gamma_{r, \eta}} \lambda^{k} e^{t \lambda} R(\lambda, A) x d \lambda
$$

for all $k \leq n, t>0$ and $x \in E$. Since $A$ is sectorial and $R(\lambda, A) x \in \mathcal{D}(A)$ for all $\lambda \in \rho(A)$ and $x \in E$,

$$
\begin{aligned}
A^{n+1} U(t) x & =A A^{n} U(t) x=\frac{1}{2 \pi i} \int_{\omega+\gamma_{r, \eta}} \lambda^{n} e^{t \lambda} A R(\lambda, A) x d \lambda \\
& =\frac{1}{2 \pi i} \int_{\omega+\gamma_{r, \eta}} \lambda^{n+1} e^{t \lambda} R(\lambda, A) x d \lambda-\frac{1}{2 \pi i} \int_{\omega+\gamma_{r, \eta}} \lambda^{n} e^{t \lambda} x d \lambda \\
& =\frac{1}{2 \pi i} \int_{\omega+\gamma_{r, \eta}} \lambda^{n+1} e^{t \lambda} R(\lambda, A) x d \lambda
\end{aligned}
$$

for all $t>0$ because the function $\lambda \mapsto \lambda^{n} e^{t \lambda}$ is holomorphic, $\eta>\pi / 2$ and thus

$$
\int_{\omega+\gamma_{r, \eta}} \lambda^{n} e^{t \lambda} d \lambda=0
$$

Hence $U(t) x \in \mathcal{D}\left(A^{k}\right)$ and

$$
A^{k} U(t) x=\frac{1}{2 \pi i} \int_{\omega+\gamma_{r, \eta}} \lambda^{k} e^{t \lambda} R(\lambda, A) x d \lambda
$$

for all $k \in \mathbb{N}, t>0$ and $x \in E$.
We show that $A^{k} U(t) x=U(t) A^{k} x$ for all $k \in \mathbb{N}, t>0$ and $x \in \mathcal{D}\left(A^{k}\right)$ by using the induction. Let $t>0$ and $x \in \mathcal{D}(A)$. Since $A$ is sectorial and $A R(\lambda, A)=R(\lambda, A) A$ on $\mathcal{D}(A)$ for all $\lambda \in \rho(A)$,

$$
A U(t) x=\frac{1}{2 \pi i} \int_{\omega+\gamma_{r, \eta}} e^{t \lambda} A R(\lambda, A) x d \lambda=\frac{1}{2 \pi i} \int_{\omega+\gamma_{r, \eta}} e^{t \lambda} R(\lambda, A) A x d \lambda=U(t) A x
$$

We assume that $A^{k} U(t) x=U(t) A^{k} x$ for all $k \leq n, t>0$ and $x \in \mathcal{D}\left(A^{k}\right)$. Then for all $t>0$ and $x \in \mathcal{D}\left(A^{n+1}\right)$

$$
A^{n+1} U(t) x=A A^{n} U(t) x=A U(t) A^{n} x=U(t) A^{n+1} x
$$

Since $U(0)=I$, the statement is valid also for $t=0$.
(ii) We introduce the operator

$$
\begin{aligned}
B: \mathcal{D}(A) & \rightarrow E \\
x & \mapsto B x:=A x-\omega x .
\end{aligned}
$$

Then the resolvent set of $B$ contains the sector $S_{0, \theta}$ and $R(\lambda, B)=R(\lambda+\omega, A)$ for all $\lambda \in S_{0, \theta}$. Thus for all $\lambda \in S_{0, \theta}$

$$
\|R(\lambda, B)\|_{B(E)}=\|R(\lambda+\omega, A)\|_{B(E)} \leq \frac{M}{|\lambda|}
$$

Hence $B$ is sectorial. By changing the variables $\kappa=\lambda+\omega$

$$
\begin{aligned}
U_{B}(t) & =\frac{1}{2 \pi i} \int_{\gamma_{r, \eta}} e^{t \lambda} R(\lambda, B) d \lambda=\frac{1}{2 \pi i} \int_{\gamma_{r, \eta}} e^{t \lambda} R(\lambda+\omega, A) d \lambda \\
& =\frac{1}{2 \pi i} \int_{\omega+\gamma_{r, \eta}} e^{t(\kappa-\omega)} R(\kappa, A) d \kappa=e^{-\omega t} U_{A}(t)
\end{aligned}
$$

for all $t>0$. Thus $U_{B}(t)=e^{-\omega t} U_{A}(t)$ for all $t \geq 0$.
Let $s, t>0$ and $\pi / 2<\eta^{\prime}<\eta<\theta$. Then

$$
\begin{aligned}
U_{B}(t) U_{B}(s) & =\left(\frac{1}{2 \pi i}\right)^{2} \int_{\gamma_{r, \eta}} e^{t \lambda} R(\lambda, B) d \lambda \int_{\gamma_{2 r, \eta^{\prime}}} e^{s \mu} R(\mu, B) d \mu \\
& =\left(\frac{1}{2 \pi i}\right)^{2} \int_{\gamma_{r, \eta} \times \gamma_{2 r, \eta^{\prime}}} e^{t \lambda+s \mu} R(\lambda, B) R(\mu, B) d \lambda d \mu \\
& =\left(\frac{1}{2 \pi i}\right)^{2} \int_{\gamma_{r, \eta} \times \gamma_{2 r, \eta^{\prime}}} e^{t \lambda+s \mu} \frac{R(\lambda, B)-R(\mu, B)}{\mu-\lambda} d \lambda d \mu
\end{aligned}
$$

by the resolvent identity. Since

$$
\int_{\gamma_{2 r, \eta^{\prime}}} \frac{e^{s \mu}}{\mu-\lambda} d \mu=2 \pi i e^{s \lambda}
$$

when $\lambda \in \gamma_{r, \eta}$, and

$$
\int_{\gamma_{r, \eta}} \frac{e^{t \lambda}}{\mu-\lambda} d \lambda=0
$$

when $\mu \in \gamma_{2 r, \eta^{\prime}}$, the operator family $\left\{U_{B}(t)\right\}_{t>0}$ has the semigroup property for all $s, t>0$, i.e.,

$$
\begin{aligned}
U_{B}(t) U_{B}(s)= & \left(\frac{1}{2 \pi i}\right)^{2} \int_{\gamma_{r, \eta}} e^{t \lambda} R(\lambda, B) \int_{\gamma_{2 r, \eta^{\prime}}} \frac{e^{s \mu}}{\mu-\lambda} d \mu d \lambda+ \\
& -\left(\frac{1}{2 \pi i}\right)^{2} \int_{\gamma_{2 r, \eta^{\prime}}} e^{s \mu} R(\mu, B) \int_{\gamma_{r, \eta}} \frac{e^{t \lambda}}{\mu-\lambda} d \lambda d \mu \\
= & \frac{1}{2 \pi i} \int_{\gamma_{r, \eta}} e^{(s+t) \lambda} R(\lambda, B) d \lambda=U_{B}(s+t)
\end{aligned}
$$

Hence

$$
U_{A}(t) U_{A}(s)=e^{\omega(s+t)} U_{B}(t) U_{B}(s)=e^{\omega(s+t)} U_{B}(s+t)=U_{A}(s+t)
$$

for all $s, t>0$. Since $U_{A}(0)=I$, the operator family $\left\{U_{A}(t)\right\}_{t \geq 0}$ has the semigroup property, i.e., $U_{A}(t) U_{A}(s)=U_{A}(s+t)$ for all $s, t \geq 0$.
(iii) Let $t>0$. By changing the variables $\xi=t \lambda$

$$
U_{B}(t)=\frac{1}{2 \pi i t} \int_{\gamma_{t r, \eta}} e^{\xi} R\left(\frac{\xi}{t}, B\right) d \xi=\frac{1}{2 \pi i t} \int_{\gamma_{r}, \eta} e^{\xi} R\left(\frac{\xi}{t}, B\right) d \xi
$$

since the integral does not depend on the choice of $r$ and $\eta$. Thus for all $t>0$

$$
\begin{aligned}
& \left\|U_{B}(t)\right\|_{B(E)} \\
& \begin{aligned}
\leq \frac{1}{2 \pi t} & {\left[\int_{r}^{\infty} e^{\rho \cos \eta}\left(\left\|R\left(\frac{\rho e^{-i \eta}}{t}, B\right)\right\|_{B(E)}+\left\|R\left(\frac{\rho e^{i \eta}}{t}, B\right)\right\|_{B(E)}\right) d \rho+\right.} \\
& \left.+\int_{-\eta}^{\eta} r e^{r \cos \varphi}\left\|R\left(\frac{r e^{i \varphi}}{t}, B\right)\right\|_{B(E)} d \varphi\right] \\
\leq \frac{M}{2 \pi} & {\left[2 \int_{r}^{\infty} \rho^{-1} e^{\rho \cos \eta} d \rho+\int_{-\eta}^{\eta} e^{r \cos \varphi} d \varphi\right] \leq M_{0} }
\end{aligned}
\end{aligned}
$$

since $\pi / 2<\eta<\theta<\pi$. Hence $\left\|U_{A}(t)\right\|_{B(E)} \leq M_{0} e^{\omega t}$ for all $t>0$.
Due to the statement (i) $U_{B}(t) x$ belongs to $\mathcal{D}(B)=\mathcal{D}(A)$ for all $t>0$ and $x \in E$ and

$$
B U_{B}(t)=\frac{1}{2 \pi i} \int_{\gamma_{r, \eta}} \lambda e^{t \lambda} R(\lambda, B) d \lambda .
$$

Let $t>0$. By changing the variables $\xi=t \lambda$

$$
B U_{B}(t)=\frac{1}{2 \pi i t^{2}} \int_{\gamma_{t r, \eta}} \xi e^{\xi} R\left(\frac{\xi}{t}, B\right) d \xi=\frac{1}{2 \pi i t^{2}} \int_{\gamma_{r, \eta}} \xi e^{\xi} R\left(\frac{\xi}{t}, B\right) d \xi
$$

Thus for all $t>0$

$$
\begin{aligned}
& \left\|B U_{B}(t)\right\|_{B(E)} \\
& \begin{aligned}
\leq \frac{1}{2 \pi t^{2}} & {\left[\int_{r}^{\infty} \rho e^{\rho \cos \eta}\left(\left\|R\left(\frac{\rho e^{-i \eta}}{t}, B\right)\right\|_{B(E)}+\left\|R\left(\frac{\rho e^{i \eta}}{t}, B\right)\right\|_{B(E)}\right) d \rho+\right.} \\
& \left.+\int_{-\eta}^{\eta} r^{2} e^{r \cos \varphi}\left\|R\left(\frac{r e^{i \varphi}}{t}, B\right)\right\|_{B(E)} d \varphi\right] \\
\leq \frac{M}{2 \pi t} & {\left[2 \int_{r}^{\infty} e^{\rho \cos \eta} d \rho+\int_{-\eta}^{\eta} r e^{r \cos \varphi} d \varphi\right] \leq \frac{M_{1}}{t} }
\end{aligned}
\end{aligned}
$$

since $\pi / 2<\eta<\theta<\pi$. Hence $\left\|t(A-\omega I) U_{A}(t)\right\|_{B(E)} \leq M_{1} e^{\omega t}$ for all $t>0$.
From the equality $B U_{B}(t)=U_{B}(t) B$ on $\mathcal{D}(B)$ it follows that

$$
B^{k} U_{B}(t)=B^{k}\left(U_{B}\left(\frac{t}{k}\right)\right)^{k}=\left(B U_{B}\left(\frac{t}{k}\right)\right)^{k}
$$

for all $k \in \mathbb{N}$ and $t>0$. So for all $t>0$

$$
\left\|B^{k} U_{B}(t)\right\|_{B(E)} \leq\left\|B U_{B}\left(\frac{t}{k}\right)\right\|_{B(E)}^{k} \leq\left(\frac{M_{1} k}{t}\right)^{k} \leq\left(M_{1} e\right)^{k} k!t^{-k}
$$

Hence $\left\|t^{k}(A-\omega I)^{k} U_{A}(t)\right\|_{B(E)} \leq M_{k} e^{\omega t}$ for all $t>0$ where $M_{k}=\left(M_{1} e\right)^{k} k$ !.
By using the induction we are able to prove that for all $k \in \mathbb{N}$ and $t>0$

$$
\left\|t^{k} A^{k} U_{A}(t)\right\|_{B(E)} \leq \tilde{C}_{k}\left(1+t+\cdots+t^{k}\right) e^{\omega t} \leq C_{k} e^{(\omega+1) t}
$$

Let $t>0$. The beginning of the induction is shown by

$$
\begin{aligned}
\left\|t A U_{A}(t)\right\|_{B(E)} & \leq\left\|t(A-\omega I) U_{A}(t)\right\|_{B(E)}+|\omega| t\left\|U_{A}(t)\right\|_{B(E)} \\
& \leq M_{1} e^{\omega t}+|\omega| t M_{0} e^{\omega t} \\
& \leq \tilde{C}_{1}(1+t) e^{\omega t} \leq C_{1} e^{(\omega+1) t}
\end{aligned}
$$

Let us assume that

$$
\left\|t^{k} A^{k} U_{A}(t)\right\|_{B(E)} \leq \tilde{C}_{k}\left(1+t+\cdots+t^{k}\right) e^{\omega t} \leq C_{k} e^{(\omega+1) t}
$$

for all $k<n$ and $t>0$. Then for all $t>0$

$$
\begin{aligned}
\left\|t^{n} A^{n} U_{A}(t)\right\|_{B(E)} & \leq\left\|t^{n}(A-\omega I)^{n} U_{A}(t)\right\|_{B(E)}+\sum_{l=0}^{n-1}\binom{n}{l}|\omega|^{n-l} t^{n-l}\left\|t^{l} A^{l} U_{A}(t)\right\|_{B(E)} \\
& \leq M_{n} e^{\omega t}+\sum_{l=0}^{n-1}\binom{n}{l}|\omega|^{n-l} \tilde{C}_{l}\left(t^{n-l}+\cdots+t^{n}\right) e^{\omega t} \\
& \leq \tilde{C}_{n}\left(1+t+\cdots+t^{n}\right) e^{\omega t} \leq C_{n} e^{(\omega+1) t}
\end{aligned}
$$

Hence $\left\|t^{k} A^{k} U_{A}(t)\right\|_{B(E)} \leq C_{k} e^{(\omega+1) t}$ for all $k \in \mathbb{N}$ and $t>0$.
(iv) For all $t>0$

$$
\frac{d}{d t} U(t)=\frac{1}{2 \pi i} \int_{\omega+\gamma_{r, \eta}} \lambda e^{t \lambda} R(\lambda, A) d \lambda=A U(t)
$$

Hence

$$
\frac{d^{k}}{d t^{k}} U(t)=A^{k} U(t)
$$

for all $k \in \mathbb{N}$ and $t>0$. By the statement (iii) the function $t \mapsto U(t)$ belongs to the space $C^{\infty}((0, \infty) ; B(E))$.

Let $0<\varepsilon<\theta-\pi / 2$ and choose $\eta=\theta-\varepsilon$. Since $A$ is sectorial, the operator valued function

$$
z \mapsto U(z)=\frac{1}{2 \pi i} \int_{\omega+\gamma_{r, \eta}} e^{z \lambda} R(\lambda, A) d \lambda
$$

is well defined and holomorphic in the sector

$$
S_{\varepsilon}=\left\{z \in \mathbb{C}: z \neq 0,|\arg z|<\theta-\frac{\pi}{2}-\varepsilon\right\}
$$

The union of the sectors $S_{\varepsilon}$ for all $0<\varepsilon<\theta-\pi / 2$ is $S$.

Corollary 2.3. The operator family $\{U(t)\}_{t \geq 0}$ defined by Formulas (2.3) and (2.4) is an analytic semigroup.

In the following proposition we study, how the analytic semigroup $\{U(t)\}_{t \geq 0}$ behaves at the origin.

Proposition 2.4. Let $A$ be a sectorial operator with the constants $\omega, \theta$ and $M$ and the analytic semigroup $\{U(t)\}_{t \geq 0}$ defined by Formulas (2.3) and (2.4). Then the following statements are valid.
(i) If $x \in \overline{\mathcal{D}(A)}$,

$$
\lim _{t \rightarrow 0^{+}} U(t) x=x
$$

Conversely, if there exists

$$
y=\lim _{t \rightarrow 0^{+}} U(t) x
$$

$x \in \overline{\mathcal{D}(A)}$ and $y=x$.
(ii) For all $x \in E$ and $t \geq 0$ the integral $\int_{0}^{t} U(s) x d s$ belongs to the set $\mathcal{D}(A)$ and

$$
A \int_{0}^{t} U(s) x d s=U(t) x-x
$$

If, in addition, the function $s \mapsto A U(s) x$ belongs to the space $L^{1}(0, t ; E)$,

$$
U(t) x-x=\int_{0}^{t} A U(s) x d s
$$

(iii) If $x \in \mathcal{D}(A)$ and $A x \in \overline{\mathcal{D}(A)}$,

$$
\lim _{t \rightarrow 0^{+}} \frac{U(t) x-x}{t}=A x
$$

Conversely, if there exists

$$
z=\lim _{t \rightarrow 0^{+}} \frac{U(t) x-x}{t}
$$

$x \in \mathcal{D}(A)$ and $z=A x \in \overline{\mathcal{D}(A)}$.

Proof. (i) Let $\xi>\omega$ and $0<r<\xi-\omega$. For every $x \in \mathcal{D}(A)$ we denote $y:=\xi x-A x$. Then by the resolvent identity,

$$
\begin{aligned}
U(t) x & =U(t) R(\xi, A) y \\
& =\frac{1}{2 \pi i} \int_{\omega+\gamma_{r, \eta}} e^{t \lambda} R(\lambda, A) R(\xi, A) y d \lambda \\
& =\frac{1}{2 \pi i} \int_{\omega+\gamma_{r, \eta}} e^{t \lambda} \frac{R(\lambda, A)-R(\xi, A)}{\xi-\lambda} y d \lambda \\
& =\frac{1}{2 \pi i} \int_{\omega+\gamma_{r, \eta}} e^{t \lambda} \frac{R(\lambda, A)}{\xi-\lambda} y d \lambda-\frac{1}{2 \pi i} \int_{\omega+\gamma_{r, \eta}} \frac{e^{t \lambda}}{\xi-\lambda} R(\xi, A) x d \lambda \\
& =\frac{1}{2 \pi i} \int_{\omega+\gamma_{r, \eta}} e^{t \lambda} \frac{R(\lambda, A)}{\xi-\lambda} y d \lambda
\end{aligned}
$$

since

$$
\int_{\omega+\gamma_{r, \eta}} \frac{e^{t \lambda}}{\xi-\lambda} d \lambda=0
$$

when $\xi>\omega$. Hence by Theorems B. 20 and C.2,

$$
\begin{aligned}
\lim _{t \rightarrow 0^{+}} U(t) x & =\lim _{t \rightarrow 0^{+}} \frac{1}{2 \pi i} \int_{\omega+\gamma_{r, \eta}} e^{t \lambda} \frac{R(\lambda, A)}{\xi-\lambda} y d \lambda \\
& =\frac{1}{2 \pi i} \int_{\omega+\gamma_{r, \eta}} \frac{R(\lambda, A)}{\xi-\lambda} y d \lambda \\
& =R(\xi, A) y=x
\end{aligned}
$$

for each $x \in \mathcal{D}(A)$. Since $\mathcal{D}(A)$ is dense in $\overline{\mathcal{D}(A)}$ and $U(t)$ is continuous in $(0, \infty)$, $\lim _{t \rightarrow 0^{+}} U(t) x=x$ for all $x \in \overline{\mathcal{D}(A)}$.

Conversely, if $y=\lim _{t \rightarrow 0^{+}} U(t) x$, then $y \in \overline{\mathcal{D}(A)}$ because $U(t) x \in \mathcal{D}(A)$ for all $t>0$ and $x \in E$. Moreover for $\xi \in \rho(A)$

$$
R(\xi, A) y=\lim _{t \rightarrow 0^{+}} R(\xi, A) U(t) x=\lim _{t \rightarrow 0^{+}} U(t) R(\xi, A) x=R(\xi, A) x
$$

since $R(\xi, A) R(\lambda, A)=R(\lambda, A) R(\xi, A)$ for all $\lambda, \xi \in \rho(A)$ and $R(\xi, A) x \in \mathcal{D}(A)$ for all $x \in E$. Therefore $y=x$.
(ii) Let $t>0, x \in E$ and $\xi \in \rho(A)$. Then for every $\varepsilon \in(0, t)$

$$
\begin{aligned}
\int_{\varepsilon}^{t} U(s) x d s & =\int_{\varepsilon}^{t}(\xi-A) R(\xi, A) U(s) x d s \\
& =\xi \int_{\varepsilon}^{t} R(\xi, A) U(s) x d s-\int_{\varepsilon}^{t} R(\xi, A) A U(s) x d s \\
& =\xi \int_{\varepsilon}^{t} R(\xi, A) U(s) x d s-\int_{\varepsilon}^{t} \frac{d}{d s}(R(\xi, A) U(s) x) d s \\
& =\xi \int_{\varepsilon}^{t} R(\xi, A) U(s) x d s-R(\xi, A) U(t) x+R(\xi, A) U(\varepsilon) x \\
& =\xi \int_{\varepsilon}^{t} R(\xi, A) U(s) x d s-R(\xi, A) U(t) x+U(\varepsilon) R(\xi, A) x
\end{aligned}
$$

The integral is well defined since $U(t)$ is continuous in $(0, \infty)$ and $\|U(t)\|_{B(E)} \leq$ $\max \left(1, M_{0}, M_{0} e^{\omega t}\right)$ for all $t \geq 0$. Since $R(\xi, A) x \in \mathcal{D}(A)$, by Theorem B. 20 and the statement (i),

$$
\int_{0}^{t} U(s) x d s=\xi R(\xi, A) \int_{0}^{t} U(s) x d s-R(\xi, A)(U(t) x-x)
$$

Hence $\int_{0}^{t} U(s) x d s$ belongs to $\mathcal{D}(A)$ and

$$
A \int_{0}^{t} U(s) x d s=U(t) x-x
$$

for all $t \geq 0$ and $x \in E$.
(iii) Let $t>0, x \in \mathcal{D}(A)$ and $A x \in \overline{\mathcal{D}(A)}$. Then

$$
\frac{U(t) x-x}{t}=\frac{1}{t} A \int_{0}^{t} U(s) x d s=\frac{1}{t} \int_{0}^{t} A U(s) x d s=\frac{1}{t} \int_{0}^{t} U(s) A x d s
$$

since $A$ is sectorial and the function $s \mapsto U(s) A x$ is continuous in $[0, t]$ by the statement (i). Thus

$$
\lim _{t \rightarrow 0^{+}} \frac{U(t) x-x}{t}=\lim _{t \rightarrow 0^{+}} \frac{1}{t} \int_{0}^{t} U(s) A x d s=U(0) A x=A x
$$

by the continuity.
Conversely, if there exists

$$
z=\lim _{t \rightarrow 0^{+}} \frac{U(t) x-x}{t}
$$

$\lim _{t \rightarrow 0^{+}} U(t) x=x$. Thus $x \in \overline{\mathcal{D}(A)}$ and therefore $z \in \overline{\mathcal{D}(A)}$. For every $\xi \in \rho(A)$

$$
R(\xi, A) z=\lim _{t \rightarrow 0^{+}} R(\xi, A) \frac{U(t) x-x}{t}
$$

By the statement (ii),

$$
R(\xi, A) z=\lim _{t \rightarrow 0^{+}} \frac{1}{t} R(\xi, A) A \int_{0}^{t} U(s) x d s=\lim _{t \rightarrow 0^{+}}(\xi R(\xi, A)-I) \frac{1}{t} \int_{0}^{t} U(s) x d s
$$

Since $x \in \overline{\mathcal{D}(A)}$, the function $s \mapsto U(s) x$ is continuous near $s=0$. Hence $R(\xi, A) z=$ $\xi R(\xi, A) x-x$. Therefore $x \in \mathcal{D}(A)$ and $z=A x$.

Corollary 2.3 and Proposition 2.4 motivate the following definition.
Definition 2.5. Let $A: \mathcal{D}(A) \subset E \rightarrow E$ be a sectorial operator. The operator family $\{U(t)\}_{t \geq 0}$ defined by Formulas (2.3) and (2.4) is said to be the analytic semigroup generated by the operator $A$.

Often in literature the analytic semigroup $\{U(t)\}_{t \geq 0}$ generated by a sectorial operator $A$ is denoted by $\left\{e^{t A}\right\}_{t \geq 0}$. It can be seen as an extension of the exponent function to unbounded sectorial operators. We prefer the notation $\{U(t)\}_{t \geq 0}$.

If the operator $A$ is sectorial with the constants $\omega, \theta$ and $M$, the analytic semigroup $\{U(t)\}_{t>0}$ defined by Formulas (2.3) and (2.4) is analytic in the sector

$$
\left\{z \in \mathbb{C}: z \neq 0,|\arg z|<\theta-\frac{\pi}{2}\right\}
$$

Hence it is strongly continuous if and only if $\lim _{t \rightarrow 0^{+}} U(t) x=x$ for all $x \in E$. According the statement (i) of Proposition $2.4 \lim _{t \rightarrow 0^{+}} U(t) x=x$ if and only if $x \in \overline{\mathcal{D}(A)}$. Thus the analytic semigroup $\{U(t)\}_{t \geq 0}$ is strongly continuous if and only if the domain $\mathcal{D}(A)$ is dense in $E$.

In Chapter 3 we shall need the following proposition. It gives sufficient conditions for a linear operator to be sectorial.

Proposition 2.6. Let $A: \mathcal{D}(A) \subset E \rightarrow E$ be a linear operator such that the resolvent set $\rho(A)$ contains a half plane $\{\lambda \in \mathbb{C}: \operatorname{Re} \lambda \geq \omega\}$ and the resolvent $R(\lambda, A)$ satisfies

$$
\begin{equation*}
\|\lambda R(\lambda, A)\|_{B(E)} \leq M \tag{2.5}
\end{equation*}
$$

if $\operatorname{Re} \lambda \geq \omega$ with $\omega \geq 0$ and $M>0$. Then $A$ is sectorial.

Proof. According to Proposition A. 2 for every $r>0$ the resolvent set $\rho(A)$ contains the open ball centered at $\omega \pm i r$ with radius $|\omega \pm i r| / M$. The union of such balls and the half plane $\{\lambda \in \mathbb{C}: \operatorname{Re} \lambda \geq \omega\}$ contains the sector

$$
\begin{equation*}
\{\lambda \in \mathbb{C}:|\arg (\lambda-\omega)|<\pi-\arctan M\} \tag{2.6}
\end{equation*}
$$

since $\lambda$ belongs to the open ball centered at $\omega+i \operatorname{Im} \lambda$ with radius $|\omega+i \operatorname{Im} \lambda| / M$ by

$$
\begin{aligned}
|\omega+i \operatorname{Im} \lambda-\lambda| & =\frac{|\operatorname{Im} \lambda|}{\tan (\pi-|\arg (\lambda-\omega)|)}=\frac{|\operatorname{Im} \lambda|}{-\tan |\arg (\lambda-\omega)|} \\
& <\frac{|\operatorname{Im} \lambda|}{-\tan (\pi-\arctan M)}=\frac{|\operatorname{Im} \lambda|}{M} \leq \frac{|\omega+i \operatorname{Im} \lambda|}{M}
\end{aligned}
$$

if $\lambda$ belongs to Sector (2.6) and $\operatorname{Re} \lambda<\omega$. Hence the resolvent set contains a sector.
We need to prove that the norm of the resolvent operator has an upper bound of the form required in Definition 2.1 in some sector. Let $\lambda$ belong to the sector

$$
\begin{equation*}
\{\lambda \in \mathbb{C}:|\arg (\lambda-\omega)|<\pi-\arctan 2 M\} \tag{2.7}
\end{equation*}
$$

and $\operatorname{Re} \lambda<\omega$. Then $\lambda=\omega \pm i r-\theta r / M$ with $r>0$ and $0<\theta<1 / 2$. By Formula (A.1),

$$
\begin{aligned}
\|R(\lambda, A)\|_{B(E)} & =\left\|\sum_{n=0}^{\infty}(-1)^{n}(\lambda-(\omega \pm i r))^{n} R^{n+1}(\omega \pm i r, A)\right\|_{B(E)} \\
& \leq \sum_{n=0}^{\infty}|\lambda-(\omega \pm i r)|^{n}\|R(\omega \pm i r, A)\|_{B(E)}^{n+1} \\
& \leq \sum_{n=0}^{\infty}\left(\frac{\theta r}{M}\right)^{n}\left(\frac{M}{|\omega \pm i r|}\right)^{n+1}=\sum_{n=0}^{\infty} \frac{\theta^{n} r^{n} M}{\left(\omega^{2}+r^{2}\right)^{\frac{n+1}{2}}} \\
& \leq \frac{M}{r} \sum_{n=0}^{\infty} \theta^{n}=\frac{M}{r} \frac{1}{1-\theta}<\frac{2 M}{r}
\end{aligned}
$$

Since $\lambda=\omega \pm i r-\theta r / M$ where $r>0$ and $0<\theta<1 / 2$,

$$
|\lambda-\omega|=\left|-\frac{\theta r}{M} \pm i r\right|=r \sqrt{1+\frac{\theta^{2}}{M^{2}}}<r \sqrt{1+\frac{1}{4 M^{2}}}
$$

Hence

$$
r>\left(1+\frac{1}{4 M^{2}}\right)^{-\frac{1}{2}}|\lambda-\omega|
$$

Thus

$$
\|R(\lambda, A)\|_{B(E)}<\frac{2 M}{|\lambda-\omega|}\left(1+\frac{1}{4 M^{2}}\right)^{\frac{1}{2}}
$$

for all $\lambda$ such that $\lambda$ belongs to Sector (2.7) and $\operatorname{Re} \lambda<\omega$. Furthermore, for all $\lambda$ with $\operatorname{Re} \lambda \geq \omega$

$$
\|R(\lambda, A)\|_{B(E)} \leq \frac{M}{|\lambda|} \leq \frac{M}{|\lambda-\omega|}
$$

Hence $A$ is sectorial.

### 2.2 Homogeneous Initial Value Problems

Let $\left(E,\|\cdot\|_{E}\right)$ be a Banach space. Let $A: \mathcal{D}(A) \subseteq E \rightarrow E$ be a linear operator with not necessarily dense domain $\mathcal{D}(A)$. We are dealing with a solution to the homogeneous initial value problem

$$
\left\{\begin{array}{l}
u^{\prime}(t)=A u(t),  \tag{2.8}\\
u(0)=u_{0}
\end{array}\right.
$$

in the space $E$ with $t>0$ and an arbitrary $u_{0} \in E$.
Definition 2.7. A function $u:[0, \infty) \rightarrow E$ is a (classical) solution to the initial value problem (2.8) on $[0, \infty$ ), if $u$ is continuous on $[0, \infty)$, continuously differentiable on $(0, \infty), u(t) \in \mathcal{D}(A)$ for $0<t<\infty$ and Equations (2.8) are satisfied on $[0, \infty)$.

If the operator $A$ is sectorial and the initial value $u_{0}$ belongs to $\overline{\mathcal{D}(A)}$, by the statement (iv) of Proposition 2.2 and the statement (i) of Proposition 2.4 a solution to the initial value problem (2.8) is given by the formula $u(t)=U(t) u_{0}$ for all $t>0$ where $\{U(t)\}_{t \geq 0}$ is the analytic semigroup generated by the operator $A$. Let $u(t)$ be a solution to the initial value problem (2.8). Then $u(t) \in \mathcal{D}(A)$ for all $t>0$ and the $E$-valued function $g(s)=U(t-s) u(s)$ is differentiable for $0<s<t$. Hence

$$
\frac{d g}{d s}=-A U(t-s) u(s)+U(t-s) u^{\prime}(s)=0
$$

for all $0<s<t$. By integrating from 0 to $t$ we get

$$
u(t)=U(t) u_{0}
$$

for all $t>0$.
Theorem 2.8. If $U(t)$ is the analytic semigroup generated by a sectorial operator $A$ and $u_{0} \in \overline{\mathcal{D}(A)}$, the unique solution to the initial value problem (2.8) is $u(t)=U(t) u_{0}$ for all $t>0$.

### 2.3 Nonhomogeneous Initial Value Problems

This section is based on Section 4.2 and 4.3 in the book of Pazy [31].
Let $\left(E,\|\cdot\|_{E}\right)$ be a Banach space. Let $A: \mathcal{D}(A) \subseteq E \rightarrow E$ be a linear operator with dense domain $\mathcal{D}(A)$. We are considering the solution to the nonhomogeneous initial value problem

$$
\left\{\begin{array}{l}
u^{\prime}(t)=A u(t)+f(t)  \tag{2.9}\\
u(0)=u_{0}
\end{array}\right.
$$

in the space $E$ with $0<t<T$, a known function $f:[0, T) \rightarrow E$ and an arbitrary $u_{0} \in E$.

Definition 2.9. A function $u:[0, T) \rightarrow E$ is a (classical) solution to the initial value problem (2.9) on $[0, T)$, if $u$ is continuous on $[0, T)$, continuously differentiable on $(0, T), u(t) \in \mathcal{D}(A)$ for $0<t<T$ and Equations (2.9) are satisfied on $[0, T)$.

We assume that $A$ is sectorial with the constants $\omega, \theta$ and $M$. Then the corresponding homogeneous problem has the unique solution for every $u_{0} \in E$, namely $u(t)=U(t) u_{0}$ for all $t>0$ where $U(t)$ is the analytic semigroup generated by $A$. Let $u(t)$ be a solution to the initial value problem (2.9). Then the $E$-valued function $g(s)=U(t-s) u(s)$ is differentiable for $0<s<t$ and

$$
\frac{d g}{d s}=-A U(t-s) u(s)+U(t-s) u^{\prime}(s)=U(t-s) f(s)
$$

If $f \in L^{1}(0, T ; E)$, then $U(t-s) f(s)$ is Bochner integrable and by integrating from 0 to $t$ we get

$$
\begin{equation*}
u(t)=U(t) u_{0}+\int_{0}^{t} U(t-s) f(s) d s \tag{2.10}
\end{equation*}
$$

for $0 \leq t \leq T$.
Theorem 2.10. If $f \in L^{1}(0, T ; E)$, for every $u_{0} \in E$ the initial value problem (2.9) has at most one solution. If it has a solution, the solution is given by Formula (2.10).

For every $f \in L^{1}(0, T ; E)$ the right-hand side of (2.10) is a continuous function on $[0, T]$ since $U(t)$ is strongly continuous semigroup and there exists $M_{0}>0$ such that $\|U(t)\|_{B(E)} \leq \max \left\{1, M_{0}, M_{0} e^{\omega T}\right\}$ for all $0 \leq t \leq T$. It is natural to consider Function (2.10) as a generalized solution to the initial value problem (2.9) even if it is not differentiable and does not satisfy the equation in the sense of Definition 2.9.

Definition 2.11. Let $U(t)$ be the analytic semigroup generated by a densely defined sectorial operator $A$. Let $u_{0} \in E$ and $f \in L^{1}(0, T ; E)$. The function $u \in C([0, T] ; E)$ given by Formula (2.10) for $0 \leq t \leq T$ is the weak solution to the initial value problem (2.9) on $[0, T]$.

## Chapter 3

## Sectorial Elliptic Operators

In this chapter we present a family of sectorial elliptic second order differential operators. The theory introduced in Chapter 2 can be applied to them to solve parabolic partial differential equations. This chapter is based on Section 3.1 and especially on Subsection 3.1.1 in the book of Lunardi [28]. Elliptic differential operator of the order $2 m, m \geq 1$, has been handled among others in the books of Pazy [31] and Tanabe [50].

Let $n \geq 1$ and $D$ be either $\mathbb{R}^{n}$ or an open subset of $\mathbb{R}^{n}$ with uniformly $C^{2}$-smooth boundary $\partial D$. We examine a second order differential operator

$$
\begin{equation*}
\mathcal{A}(x, \partial)=\sum_{i, j=1}^{n} a_{i j}(x) \partial_{i} \partial_{j}+\sum_{i=1}^{n} b_{i}(x) \partial_{i}+c(x) \tag{3.1}
\end{equation*}
$$

with real uniformly continuous and bounded coefficient functions $a_{i j}, b_{i}$ and $c$ for all $i, j=1, \ldots, n$. We assume that the matrix $\left[a_{i j}(x)\right]_{i, j=1}^{n}$ is symmetric for all $x \in \bar{D}$ and

$$
\begin{equation*}
\mathcal{A}_{0}(x, \xi):=\sum_{i, j=1}^{n} a_{i j}(x) \xi_{i} \xi_{j} \geq \mu|\xi|^{2} \tag{3.2}
\end{equation*}
$$

for all $x \in \bar{D}$ and $\xi \in \mathbb{R}^{n}$ with some $\mu>0$. Hence the differential operator $\mathcal{A}(x, \partial)$ is elliptic, i.e., $\mathcal{A}_{0}(x, \xi) \neq 0$ for all $x \in \bar{D}$ and $\xi \in \mathbb{R}^{n} \backslash\{0\}$. In addition, if $D \neq \mathbb{R}^{n}$, we consider a first order differential operator

$$
\begin{equation*}
\mathcal{B}(x, \partial)=\sum_{i=1}^{n} \beta_{i}(x) \partial_{i}+\gamma(x) \tag{3.3}
\end{equation*}
$$

acting on the boundary $\partial D$. We assume that the coefficient functions $\beta_{i}$ and $\gamma$ are real uniformly continuously differentiable and bounded, i.e., belong to the space $U C^{1}(\bar{D})$ for all $i=1, \ldots, n$ and that the uniform nontangentiality condition

$$
\begin{equation*}
\inf _{x \in \partial D}\left|\sum_{i=1}^{n} \beta_{i}(x) \nu_{i}(x)\right|>0 \tag{3.4}
\end{equation*}
$$

where $\nu(x)=\left(\nu_{1}(x), \ldots, \nu_{n}(x)\right)$ is the exterior unit normal vector to $\partial D$ at a point $x \in \partial D$ is valid. We are interested in realizations of the operator $\mathcal{A}(x, \partial)$ (with homogeneous boundary condition $\mathcal{B}(x, \partial) u=0$ on $\partial D$ if $\left.D \neq \mathbb{R}^{n}\right)$ in the space $L^{p}(D)$ with $1<p<\infty$. As domains of the realizations we have the Sobolev space $W^{2, p}(D)$ or its subspace.

### 3.1 The Agmon-Douglis-Nirenberg Estimates

Our main purpose is to prove that the realizations of the operator $\mathcal{A}(x, \partial)$ (with homogeneous boundary condition if $D \neq \mathbb{R}^{n}$ ) are sectorial. The fundamental tools are the Agmon-Douglis-Nirenberg a priori estimates for elliptic problems in the whole $\mathbb{R}^{n}$ and regular domains of $\mathbb{R}^{n}$ when $n \geq 2$. The estimates are valid for differential operators of the type (3.1) with complex coefficient functions and under ellipticity assumptions
(i) $\left|\sum_{i, j=1}^{n} a_{i j}(x) \xi_{i} \xi_{j}\right| \geq \mu|\xi|^{2}$ for all $x \in \bar{D}, \xi \in \mathbb{R}^{n}$ with some $\mu>0$ and
(ii) if $\xi, \eta \in \mathbb{R}^{n}$ are linearly independent, for all $x \in \bar{D}$ the polynomial $\tau \mapsto P(\tau)=$ $\sum_{i, j=1}^{n} a_{i j}(x)\left(\xi_{i}+\tau \eta_{i}\right)\left(\xi_{j}+\tau \eta_{j}\right)$ has a unique root such that its imaginary part is positive,
i.e., for differential operators which are uniformly and properly elliptic, respectively. If $n \geq 3$, then the root condition (ii) is not needed since all uniformly elliptic operators are properly elliptic [26, Proposition 1.2 , p. 110]. Since we are also interested in the two dimensional case, both conditions have to be assumed. The following theorem formulates the Agmon-Douglis-Nirenberg a priori estimates.

## Theorem 3.1 (The Agmon-Douglis-Nirenberg a Priori Estimates).

(i) Let $a_{i j}, b_{i}, c: \mathbb{R}^{n} \rightarrow \mathbb{C}$ be uniformly continuous and bounded functions for all $i, j=1, \ldots, n$. Let $\mathcal{A}(x, \partial)$ be defined by Formula (3.1) and be uniformly and properly elliptic. Then for all $1<p<\infty$ there exists such a constant $c_{p}>0$ that for each $u \in W^{2, p}\left(\mathbb{R}^{n}\right)$

$$
\begin{equation*}
\|u\|_{W^{2, p}\left(\mathbb{R}^{n}\right)} \leq c_{p}\left(\|u\|_{L^{p}\left(\mathbb{R}^{n}\right)}+\|\mathcal{A}(\cdot, \partial) u\|_{L^{p}\left(\mathbb{R}^{n}\right)}\right) \tag{3.5}
\end{equation*}
$$

(ii) Let $D$ be an open set in $\mathbb{R}^{n}$ with uniformly $C^{2}$-smooth boundary and $a_{i j}, b_{i}, c$ : $\bar{D} \rightarrow \mathbb{C}$ uniformly continuous and bounded functions for all $i, j=1, \ldots, n$. Let $\mathcal{A}(x, \partial)$ be defined by Formula (3.1) and be uniformly and properly elliptic. Assume that $\beta_{i}, \gamma: \bar{D} \rightarrow \mathbb{C}$ belong to the space $U C^{1}(\bar{D})$ for all $i=1, \ldots, n$. Let $\mathcal{B}(x, \partial)$ be defined by Formula (3.3) and satisfy the uniform nontangentiality condition (3.4). Then for all $1<p<\infty$ there exists such a constant $c_{p}>0$ that for each $u \in W^{2, p}(D)$

$$
\begin{equation*}
\|u\|_{W^{2, p}(D)} \leq c_{p}\left(\|u\|_{L^{p}(D)}+\|\mathcal{A}(\cdot, \partial) u\|_{L^{p}(D)}+\left\|g_{1}\right\|_{W^{1, p}(D)}\right) \tag{3.6}
\end{equation*}
$$

where $g_{1}$ is any $W^{1, p}$-extension of $g=\left.\mathcal{B}(\cdot, \partial) u\right|_{\partial D}$ to the whole $D$.

Proof. If the domain $D$ is bounded, see [1, Theorem 15.2 pp. 704-706]. If the domain $D$ is unbounded, see [2, Theorem 12.1 p. 653].

The reason why we have to consider complex valued coefficient functions is that in Section 3.2 we shall use Estimates (3.5) and (3.6) of the Agmon-Douglis-Nirenberg theorem 3.1 for the operator $\mathcal{A}_{\theta}(x, t, \partial):=\mathcal{A}(x, \partial)+e^{i \theta} \partial_{t}^{2}$ where $t \in \mathbb{R}, \theta \in$ $[-\pi / 2, \pi / 2]$ and $x \in \bar{D}$. In the following lemma we show that the operator $\mathcal{A}_{\theta}(x, t, \partial)$ satisfies the Agmon-Douglis-Nirenberg assumptions if $\theta \in[-\pi / 2, \pi / 2]$.

Lemma 3.2. The operator $\mathcal{A}_{\theta}(x, t, \partial)$ satisfies the Agmon-Douglis-Nirenberg assumptions if $t \in \mathbb{R}, \theta \in[-\pi / 2, \pi / 2]$ and $x \in \bar{D}$ and the operator $\mathcal{A}(x, \partial)$ has real uniformly continuous and bounded coefficient functions and it satisfies the ellipticity condition (3.2).

Proof. The domain of the operator $\mathcal{A}_{\theta}(x, t, \partial)$ is $D \times \mathbb{R} \subset \mathbb{R}^{n+1}$. The terms of the second degree are $\sum_{i, j=1}^{n} a_{i j} \partial_{i} \partial_{j}+e^{i \theta} \partial_{t}^{2}$. Let $x \in \bar{D}$ and $\xi \in \mathbb{R}^{n+1}$. We denote $\xi:=\left(\xi^{\prime}, \xi_{n+1}\right)$. Then

$$
\begin{aligned}
& \left|\sum_{i, j=1}^{n} a_{i j}(x) \xi_{i} \xi_{j}+e^{i \theta} \xi_{n+1}^{2}\right|^{2} \\
& =\left(\sum_{i, j=1}^{n} a_{i j}(x) \xi_{i} \xi_{j}\right)^{2}+2 \xi_{n+1}^{2} \cos \theta \sum_{i, j=1}^{n} a_{i j}(x) \xi_{i} \xi_{j}+\xi_{n+1}^{4}
\end{aligned}
$$

Since $\theta \in[-\pi / 2, \pi / 2]$, the values of the cosine function are non-negative. According to the ellipticity condition (3.2) the sum $\sum_{i, j=1}^{n} a_{i j}(x) \xi_{i} \xi_{j}$ is positive. Thus

$$
\begin{aligned}
\left|\sum_{i, j=1}^{n} a_{i j}(x) \xi_{i} \xi_{j}+e^{i \theta} \xi_{n+1}^{2}\right|^{2} & \geq \mu^{2}\left|\xi^{\prime}\right|^{4}+\xi_{n+1}^{4} \\
& \geq \min (\mu, 1)^{2}\left(\left|\xi^{\prime}\right|^{4}+\xi_{n+1}^{4}\right) \\
& \geq \frac{\min (\mu, 1)^{2}}{2}|\xi|^{4}
\end{aligned}
$$

Hence the operator $\mathcal{A}_{\theta}(x, t, \partial)$ is uniformly elliptic with the constant $\min (\mu, 1) / \sqrt{2}$.
If $n \geq 2$, then $n+1 \geq 3$. Thus the uniform ellipticity implies the proper ellipticity. We still have to prove that the root condition is valid also if $n=1$. Then the operator $\mathcal{A}_{\theta}(x, t, \partial)$ is of the form

$$
\mathcal{A}_{\theta}(x, t, \partial)=a(x) \partial_{x}^{2}+e^{i \theta} \partial_{t}^{2}+b(x) \partial_{x}+c(x)
$$

Since $\mathcal{A}(x, \partial)$ satisfies the ellipticity condition (3.2), we know that $a(x) \geq \mu>0$ for all $x \in \bar{D}$. Let $\xi, \eta \in \mathbb{R}^{2}$ be linearly independent and $x \in \bar{D}$. The polynomial $P(\tau)$ is

$$
P(\tau)=\left(a(x) \eta_{1}^{2}+e^{i \theta} \eta_{2}^{2}\right) \tau^{2}+2\left(a(x) \xi_{1} \eta_{1}+e^{i \theta} \xi_{2} \eta_{2}\right) \tau+a(x) \xi_{1}^{2}+e^{i \theta} \xi_{2}^{2}
$$

The discriminant of the second order equation $P(\tau)=0$ is

$$
-4 e^{i \theta} a(x)\left(\eta_{1} \xi_{2}-\eta_{2} \xi_{1}\right)^{2}=-4 e^{i \theta} a(x)(\operatorname{det}[\eta, \xi])^{2}
$$

Thus the roots of the polynomial $P(\tau)$ are

$$
\tau=\frac{\left(a(x) \eta_{1}^{2}+e^{-i \theta} \eta_{2}^{2}\right)\left[-\left(a(x) \xi_{1} \eta_{1}+e^{i \theta} \xi_{2} \eta_{2}\right)+i|\operatorname{det}[\eta, \xi]| \sqrt{e^{i \theta} a(x)}\right]}{a(x)^{2} \eta_{1}^{4}+2 a(x)(\cos \theta) \eta_{1}^{2} \eta_{2}^{2}+\eta_{2}^{4}}
$$

The denominator is always positive. Let us study separately the imaginary parts of the terms of the numerator. For the first term we get

$$
\operatorname{Im}\left[-\left(a(x) \eta_{1}^{2}+e^{-i \theta} \eta_{2}^{2}\right)\left(a(x) \xi_{1} \eta_{1}+e^{i \theta} \xi_{2} \eta_{2}\right)\right]=-a(x)(\sin \theta) \eta_{1} \eta_{2} \operatorname{det}[\eta, \xi]
$$

The imaginary part of the second term is

$$
\begin{aligned}
& \operatorname{Im}\left[i\left(a(x) \eta_{1}^{2}+e^{-i \theta} \eta_{2}^{2}\right)|\operatorname{det}[\eta, \xi]| \sqrt{e^{i \theta} a(x)}\right] \\
& =\sqrt{a(x)}|\operatorname{det}[\eta, \xi]|\left[a(x) \cos \left(\frac{\theta}{2}+n \pi\right) \eta_{1}^{2}+\cos \left(\frac{\theta}{2}-n \pi\right) \eta_{2}^{2}\right]
\end{aligned}
$$

where $n=0,1$. Thus the imaginary parts of the roots are

$$
\begin{aligned}
\operatorname{Im} \tau_{1}= & \frac{\sqrt{a(x)} \cos \left(\frac{\theta}{2}\right)|\operatorname{det}[\eta, \xi]|}{a(x)^{2} \eta_{1}^{4}+2 a(x)(\cos \theta) \eta_{1}^{2} \eta_{2}^{2}+\eta_{2}^{4}} \times \\
& \times\left\{\left[\sqrt{a(x)} \eta_{1}-\operatorname{sgn}(\operatorname{det}[\eta, \xi])\left(\sin \frac{\theta}{2}\right) \eta_{2}\right]^{2}+\left(\cos \frac{\theta}{2}\right)^{2} \eta_{2}^{2}\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{Im} \tau_{2}= & -\frac{\sqrt{a(x)} \cos \left(\frac{\theta}{2}\right)|\operatorname{det}[\eta, \xi]|}{a(x)^{2} \eta_{1}^{4}+2 a(x)(\cos \theta) \eta_{1}^{2} \eta_{2}^{2}+\eta_{2}^{4}} \times \\
& \times\left\{\left[\sqrt{a(x)} \eta_{1}+\operatorname{sgn}(\operatorname{det}[\eta, \xi])\left(\sin \frac{\theta}{2}\right) \eta_{2}\right]^{2}+\left(\cos \frac{\theta}{2}\right)^{2} \eta_{2}^{2}\right\} .
\end{aligned}
$$

Since $\theta \in[-\pi / 2, \pi / 2]$ and the vectors $\xi$ and $\eta$ are linearly independent, $\cos (\theta / 2) \in$ $[1 / \sqrt{2}, 1]$ and $\operatorname{det}[\eta, \xi] \neq 0$. Hence $\operatorname{Im} \tau_{1}>0$ and $\operatorname{Im} \tau_{2}<0$. Thus the root condition is valid for the operator $\mathcal{A}_{\theta}(x, t, \partial)$ if $n=1$.

### 3.2 Sectoriality

Let $D=\mathbb{R}^{n}$. We define the operator $A_{0}: \mathcal{D}\left(A_{0}\right) \rightarrow L^{p}\left(\mathbb{R}^{n}\right)$ by

$$
\begin{aligned}
& \mathcal{D}\left(A_{0}\right):=W^{2, p}\left(\mathbb{R}^{n}\right), \\
& A_{0} u:=\mathcal{A}(\cdot, \partial) u \quad \text { if } u \in \mathcal{D}\left(A_{0}\right)
\end{aligned}
$$

where the operator $\mathcal{A}(x, \partial)$ is defined by Formula (3.1). The operator $A_{0}$ is said to be a realization of the operator $\mathcal{A}(x, \partial)$ in $L^{p}\left(\mathbb{R}^{n}\right)$. The domain $\mathcal{D}\left(A_{0}\right)$ is dense in $L^{p}\left(\mathbb{R}^{n}\right)$.

Let $D$ be an open subset of $\mathbb{R}^{n}$ with uniformly $C^{2}$-smooth boundary. We define the operator $A_{1}: \mathcal{D}\left(A_{1}\right) \rightarrow L^{p}(D)$ by

$$
\begin{aligned}
& \mathcal{D}\left(A_{1}\right):=\left\{u \in W^{2, p}(D): \mathcal{B}(\cdot, \partial) u=0 \text { on } \partial D\right\}, \\
& A_{1} u:=\mathcal{A}(\cdot, \partial) u \quad \text { if } u \in \mathcal{D}\left(A_{1}\right)
\end{aligned}
$$

where the operator $\mathcal{B}(x, \partial)$ is defined by Formula (3.3). The operator $A_{1}$ is called a realization of the operator $\mathcal{A}(x, \partial)$ in $L^{p}(D)$ with homogeneous Robin boundary condition. We note that the domain $\mathcal{D}\left(A_{1}\right)$ is dense in $L^{p}(D)$.

In the following theorem it is shown that the resolvent sets of the realizations $A_{0}$ and $A_{1}$ contain complex half planes. The assumptions for the operators $\mathcal{A}(x, \partial)$ and $\mathcal{B}(x, \partial)$ are those stated in the beginning of this chapter.

Theorem 3.3. Let $1<p<\infty$.
(i) There exists $\omega_{0} \in \mathbb{R}$ such that $\rho\left(A_{0}\right) \supset\left\{\lambda \in \mathbb{C}: \operatorname{Re} \lambda \geq \omega_{0}\right\}$.
(ii) Let $D \subset \mathbb{R}^{n}$ be an open set with uniformly $C^{2}$-smooth boundary. Then there exists $\omega_{1} \in \mathbb{R}$ such that $\rho\left(A_{1}\right) \supset\left\{\lambda \in \mathbb{C}: \operatorname{Re} \lambda \geq \omega_{1}\right\}$. If $D$ is bounded, the constant $\omega_{1}$ does not depend on $p$.

Proof. See [13, Theorem 4.1. p. 160]. According to Lemma 3.2 the condition (AN; $\theta)$ is valid when $\theta \in[-\pi / 2, \pi / 2]$. Hence the resolvent set contains a half plane.

We want to prove that $A_{0}$ and $A_{1}$ are sectorial. According to Proposition 2.6 we need bounds of the type (2.5) for the norms of the resolvents of the operators $A_{0}$ and $A_{1}$. In the following theorem we present the needed estimates.

Theorem 3.4. Let $1<p<\infty$.
(i) There exist $\omega_{p} \geq \omega_{0}$ and $M_{p}>0$ such that for all $u \in \mathcal{D}\left(A_{0}\right)$

$$
|\lambda|\|u\|_{L^{p}\left(\mathbb{R}^{n}\right)} \leq M_{p}\left\|\left(\lambda-A_{0}\right) u\right\|_{L^{p}\left(\mathbb{R}^{n}\right)}
$$

if $\operatorname{Re} \lambda \geq \omega_{p}$.
(ii) Let $D \subset \mathbb{R}^{n}$ be an open set with uniformly $C^{2}$-smooth boundary. Then there exist $\omega_{p} \geq \omega_{1}$ and $M_{p}>0$ such that for all $u \in \mathcal{D}\left(A_{1}\right)$

$$
|\lambda|\|u\|_{L^{p}(D)} \leq M_{p}\left\|\left(\lambda-A_{1}\right) u\right\|_{L^{p}(D)}
$$

if $\operatorname{Re} \lambda \geq \omega_{p}$.

Proof. Let $D$ be either $\mathbb{R}^{n}$ or an open subset of $\mathbb{R}^{n}$ with uniformly $C^{2}$-smooth boundary and $\theta \in[-\pi / 2, \pi / 2]$. We study the operator of $n+1$ variables

$$
\mathcal{A}_{\theta}(x, t, \partial):=\mathcal{A}(x, \partial)+e^{i \theta} \partial_{t}^{2}
$$

where $t \in \mathbb{R}$ and $x \in \bar{D}$. According to Lemma 3.2 the operator $\mathcal{A}_{\theta}(x, t, \partial)$ satisfies the Agmon-Douglis-Nirenberg assumptions. Let $\zeta \in C_{0}^{\infty}(\mathbb{R})$ be such that $\operatorname{supp} \zeta \subset$ $[-1,1]$ and $\zeta \equiv 1$ on the interval $[-1 / 2,1 / 2]$. For every $u \in W^{2, p}(D)$ and $r>0$ we set $v_{r}(x, t):=\zeta(t) e^{i r t} u(x)$ for all $t \in \mathbb{R}$ and $x \in D$. Then for all $t \in \mathbb{R}$ and $x \in D$

$$
\begin{aligned}
& \mathcal{A}_{\theta}(x, t, \partial) v_{r}(x, t) \\
& =\zeta(t) e^{i r t}\left(\mathcal{A}(x, \partial)-r^{2} e^{i \theta}\right) u(x)+e^{i(\theta+r t)}\left(\zeta^{\prime \prime}(t)+2 i r \zeta^{\prime}(t)\right) u(x)
\end{aligned}
$$

Let us assume that $D=\mathbb{R}^{n}$ and $u \in \mathcal{D}\left(A_{0}\right)$. We use Estimate (3.5) for the function $v_{r}$. Then

$$
\begin{aligned}
&\left\|v_{r}\right\|_{W^{2, p}\left(\mathbb{R}^{n+1}\right)} \leq c_{p}\left(\left\|v_{r}\right\|_{L^{p}\left(\mathbb{R}^{n+1}\right)}+\left\|\mathcal{A}_{\theta}(\cdot, \cdot, \partial) v_{r}\right\|_{L^{p}\left(\mathbb{R}^{n+1}\right)}\right) \\
& \leq c_{p}\left(\left\|\zeta e^{i r t} u\right\|_{L^{p}\left(\mathbb{R}^{n+1}\right)}+\left\|\zeta e^{i r t}\left(A_{0}-r^{2} e^{i \theta}\right) u\right\|_{L^{p}\left(\mathbb{R}^{n+1}\right)}+\right. \\
&\left.+\left\|e^{i(\theta+r t)}\left(\zeta^{\prime \prime}+2 i r \zeta^{\prime}\right) u\right\|_{L^{p}\left(\mathbb{R}^{n+1}\right)}\right)
\end{aligned}
$$

The variables $x$ and $t$ can be separated. Thus

$$
\begin{aligned}
\left\|v_{r}\right\|_{W^{2, p}\left(\mathbb{R}^{n+1}\right)} \leq c_{p} & {\left[\left(\|\zeta\|_{L^{p}(\mathbb{R})}+2 r\left\|\zeta^{\prime}\right\|_{L^{p}(\mathbb{R})}+\left\|\zeta^{\prime \prime}\right\|_{L^{p}(\mathbb{R})}\right)\|u\|_{L^{p}\left(\mathbb{R}^{n}\right)}+\right.} \\
& \left.+\|\zeta\|_{L^{p}(\mathbb{R})}\left\|\left(A_{0}-r^{2} e^{i \theta}\right) u\right\|_{L^{p}\left(\mathbb{R}^{n}\right)}\right]
\end{aligned}
$$

We denote

$$
c_{p}^{\prime}:=2 c_{p} \max \left\{\|\zeta\|_{L^{p}(\mathbb{R})},\left\|\zeta^{\prime}\right\|_{L^{p}(\mathbb{R})},\left\|\zeta^{\prime \prime}\right\|_{L^{p}(\mathbb{R})}\right\} .
$$

Then

$$
\left\|v_{r}\right\|_{W^{2, p}\left(\mathbb{R}^{n+1}\right)} \leq c_{p}^{\prime}\left[(1+r)\|u\|_{L^{p}\left(\mathbb{R}^{n}\right)}+\left\|\left(A_{0}-r^{2} e^{i \theta}\right) u\right\|_{L^{p}\left(\mathbb{R}^{n}\right)}\right] .
$$

On the other hand, since $\zeta \equiv 1$ on the interval $[-1 / 2,1 / 2]$,

$$
\begin{aligned}
& \left\|v_{r}\right\|_{W^{2, p}\left(\mathbb{R}^{n} \times\left(-\frac{1}{2}, \frac{1}{2}\right)\right)}^{p} \\
& =\int_{\mathbb{R}^{n} \times\left(-\frac{1}{2}, \frac{1}{2}\right)} \sum_{|\alpha| \leq 2}\left|\partial^{\alpha}\left(u(x) e^{i r t}\right)\right|^{p} d x d t \\
& =\int_{\mathbb{R}^{n}}\left[\left(1+r^{p}+r^{2 p}\right)|u(x)|^{p}+\left(1+2 r^{p}\right) \sum_{j=1}^{n}\left|\partial_{j} u(x)\right|^{p}+\sum_{j, k=1}^{n}\left|\partial_{j} \partial_{k} u(x)\right|^{p}\right] d x \\
& \geq r^{2 p}\|u\|_{L^{p}\left(\mathbb{R}^{n}\right)}^{p} .
\end{aligned}
$$

Hence

$$
r^{2}\|u\|_{L^{p}\left(\mathbb{R}^{n}\right)} \leq c_{p}^{\prime}\left[(1+r)\|u\|_{L^{p}\left(\mathbb{R}^{n}\right)}+\left\|\left(A_{0}-r^{2} e^{i \theta}\right) u\right\|_{L^{p}\left(\mathbb{R}^{n}\right)}\right] .
$$

We choose $r$ so large that

$$
c_{p}^{\prime}(1+r) \leq \frac{r^{2}}{2}
$$

and denote $\lambda:=r^{2} e^{i \theta}$. Then

$$
|\lambda|\|u\|_{L^{p}\left(\mathbb{R}^{n}\right)} \leq 2 c_{p}^{\prime}\left\|\left(\lambda-A_{0}\right) u\right\|_{L^{p}\left(\mathbb{R}^{n}\right)} .
$$

By choosing

$$
\omega_{p}:=\max \left\{2 c_{p}^{\prime}\left(c_{p}^{\prime}+1+\sqrt{c_{p}^{\prime 2}+2 c_{p}^{\prime}}\right), \omega_{0}\right\}
$$

and $M_{p}:=2 c_{p}^{\prime}$ the statement (i) is proved.
The statement (ii) is shown in the same way. Instead of Estimate (3.5) we use Estimate (3.6). We assume that $u \in \mathcal{D}\left(A_{1}\right)$. Hence the proper extension of the boundary value $\left.\mathcal{B}(\cdot, \partial) v_{r}\right|_{\partial D \times \mathbb{R}}$ to $D \times \mathbb{R}$ is the zero function. The only changes in the proof are that $\mathbb{R}^{n}$ is replaced by $D, A_{0}$ by $A_{1}$ and $\omega_{0}$ by $\omega_{1}$.

Corollary 3.5. The operators $A_{0}$ and $A_{1}$ are sectorial.

Proof. We should show that the operators $A_{0}$ and $A_{1}$ satisfy the assumptions of Proposition 2.6. According to their definitions the operators $A_{0}$ and $A_{1}$ are linear. By Theorem 3.3 the resolvent sets of the operators $A_{0}$ and $A_{1}$ contain a half plane $\left\{\lambda \in \mathbb{C}: \operatorname{Re} \lambda \geq \omega_{p}\right\}$ where $\omega_{p} \geq 0$. Let $D$ be either $\mathbb{R}^{n}$ or an open subset of $\mathbb{R}^{n}$
with uniformly $C^{2}$-smooth boundary. According to Theorem 3.4 for all $u \in \mathcal{D}\left(A_{i}\right)$, $i=0,1$,

$$
|\lambda|\|u\|_{L^{p}(D)} \leq M_{p}\left\|\left(\lambda-A_{i}\right) u\right\|_{L^{p}(D)}
$$

if Re $\lambda \geq \omega_{p}$. By setting $u=R\left(\lambda, A_{i}\right) v$ we get

$$
\left\|\lambda R\left(\lambda, A_{i}\right) v\right\|_{L^{p}(D)} \leq M_{p}\|v\|_{L^{p}(D)}
$$

if $\operatorname{Re} \lambda \geq \omega_{p}$. Hence

$$
\left\|\lambda R\left(\lambda, A_{i}\right)\right\|_{B\left(L^{p}(D)\right)} \leq M_{p}
$$

if $\operatorname{Re} \lambda \geq \omega_{p}$, i.e., a bound of the type (2.5) is valid for the operator $A_{i}, i=0,1$. Hence the operators $A_{0}$ and $A_{1}$ satisfy the assumptions of Proposition 2.6 with the constants $\omega_{p}$ and $M_{p}$ and therefore they are sectorial.

## Chapter 4

## Stochastic Analysis in Infinite Dimensions

In this chapter we introduce the stochastic integral of operator valued stochastic processes with respect to the Hilbert space valued Wiener process. We present the concepts of the stochastic analysis in Banach and Hilbert spaces. The conditional expectation, Gaussian measures, martingales and the Wiener process are defined in this setting. The stochastic integral and its properties, especially the Ito formula, are the main purpose of this chapter. As an application we are able to solve linear stochastic initial value problems. This chapter is based on Chapters $1-5$ in the book of Da Prato and Zabczyk [35]. We have included more detailed proofs for some theorems than those presented in [35]. In addition, we have corrected several misprints. Theorems 4.9 (partly) and 4.39 , Propositions 4.25 and 4.40 and Lemmas $4.26,4.33,4.42$ and 4.45 are used but not stated in [35]. Lemmas 4.13, 4.34 and 4.35 are Hilbert space versions of known results in $\mathbb{R}^{n}$. We could not find them from the literature. However, the proofs have only slight differences between those in $\mathbb{R}^{n}$. The definition of the weak solution to a linear stochastic initial value problem is different than the one in [35]. We have imitated the definition of the weak solution to deterministic nonhomogeneous initial value problems in Section 2.3. We assume that the reader is familiar with the Lebesgue integration theory of scalar valued functions and stochastic analysis in $\mathbb{R}^{n}$. The Bochner integration theory for vector valued functions is presented in Appendix B and the theory concerning nuclear and Hilbert-Schmidt operators in Appendix D.

### 4.1 Probability space

Let $\Omega$ be a set. A collection $\mathcal{F}$ of subsets of $\Omega$ is said to be a $\sigma$-algebra in $\Omega$ if $\mathcal{F}$ has the following properties
(i) $\Omega \in \mathcal{F}$,
(ii) if $A \in \mathcal{F}$, then $A^{c} \in \mathcal{F}$,
(iii) if $A=\cup_{n=1}^{\infty} A_{n}$ and $A_{n} \in \mathcal{F}$ for all $n \in \mathbb{N}$, then $A \in \mathcal{F}$.

If $\mathcal{F}$ is a $\sigma$-algebra in $\Omega$, then $(\Omega, \mathcal{F})$ is called a measurable space and the members of $\mathcal{F}$ are called the measurable sets in $\Omega$. Let $\mathcal{K}$ be a collection of subsets of $\Omega$. The smallest $\sigma$-algebra on $\Omega$ which contains $\mathcal{K}$ is denoted by $\sigma(\mathcal{K})$ and is called the $\sigma$-algebra generated by $\mathcal{K}$. Let $E$ be a topological space. Then the Borel $\sigma$-algebra of $E$ is the smallest $\sigma$-algebra containing all open subsets of $E$. It is denoted by $\mathcal{B}(E)$ and the elements of $\mathcal{B}(E)$ are called the Borel sets of $E$.

A collection $\mathcal{K}$ of subsets of $\Omega$ is said to be a $\pi$-system if $\emptyset \in \mathcal{K}$ and $A \cap B \in \mathcal{K}$ for all $A, B \in \mathcal{K}$. The following proposition is often used for proving that a given set is measurable.

Proposition 4.1. Let $\mathcal{K}$ be a $\pi$-system and $\mathcal{G}$ the smallest family of subsets of $\Omega$ such that
(i) $\mathcal{K} \subset \mathcal{G}$,
(ii) if $A \in \mathcal{G}$, then $A^{c} \in \mathcal{G}$,
(iii) if $A_{n} \in \mathcal{G}$ for all $n \in \mathbb{N}$ and $A_{m} \cap A_{n}=\emptyset$ for all $m \neq n$, then $\cup_{n=1}^{\infty} A_{n} \in \mathcal{G}$.

Then $\mathcal{G}=\sigma(\mathcal{K})$.

Proof. Let $A \in \mathcal{G}$. We define $\mathcal{G}_{A}:=\{B \in \mathcal{G}: A \cap B \in \mathcal{G}\}$. Since

$$
A \cap B^{c}=A \cap(A \cap B)^{c}=\left[A^{c} \cup(A \cap B)\right]^{c}
$$

and $A^{c} \cap(A \cap B)=\emptyset$, then $A \cap B^{c} \in \mathcal{G}$ if $B \in \mathcal{G}_{A}$. Hence $B^{c} \in \mathcal{G}_{A}$ if $B \in \mathcal{G}_{A}$. If $B_{n} \in \mathcal{G}_{A}$ for all $n \in \mathbb{N}$ and $B_{m} \cap B_{n}=\emptyset$ for all $m \neq n$,

$$
A \cap \bigcup_{n=1}^{\infty} B_{n}=\bigcup_{n=1}^{\infty} A \cap B_{n} \in \mathcal{G}
$$

since $\left(A \cap B_{m}\right) \cap\left(A \cap B_{n}\right)=\emptyset$ for all $m \neq n$. Thus $\mathcal{G}_{A}$ satisfies the conditions (ii) and (iii). Since $\mathcal{K}$ is a $\pi$-system, $\mathcal{K} \subset \mathcal{G}_{A}$ for all $A \in \mathcal{K}$. Since $\mathcal{G}$ is the smallest family satisfying the conditions (i), (ii) and (iii), $\mathcal{G}_{A}=\mathcal{G}$ for all $A \in \mathcal{K}$. Hence if $B \in \mathcal{K}$, then $A \cap B \in \mathcal{G}$ for all $A \in \mathcal{G}$. Thus $\mathcal{K} \subset \mathcal{G}_{A}$ for all $A \in \mathcal{G}$ and consequently $\mathcal{G}_{A}=\mathcal{G}$ for all $A \in \mathcal{G}$. Therefore $\mathcal{G}$ is a $\pi$-system.

Let $A_{n} \in \mathcal{G}$ for all $n \in \mathbb{N}$. We define

$$
\begin{aligned}
B_{1} & :=A_{1} \\
B_{2} & :=A_{2} \backslash B_{1}=A_{2} \cap B_{1}^{c}, \\
B_{3} & :=A_{3} \backslash \cup_{i=1}^{2} B_{i}=A_{3} \cap B_{1}^{c} \cap B_{2}^{c} \\
& \vdots \\
& \\
B_{n} & :=A_{n} \backslash \cup_{i=1}^{n-1} B_{i}=A_{n} \cap B_{1}^{c} \cap \ldots \cap B_{n-1}^{c} .
\end{aligned}
$$

Since $\mathcal{G}$ is a $\pi$-system and satisfies the condition (ii), $B_{n} \in \mathcal{G}$ for all $n \in \mathbb{N}$. Furthermore, $B_{m} \cap B_{n}=\emptyset$ for all $m \neq n$. Thus by the condition (iii),

$$
\bigcup_{n=1}^{\infty} A_{n}=\bigcup_{n=1}^{\infty} B_{n} \in \mathcal{G}
$$

Hence $\mathcal{G}$ is a $\sigma$-algebra. Therefore $\sigma(\mathcal{K}) \subset \mathcal{G}$ because $\mathcal{K} \subset \mathcal{G}$. Since $\sigma(\mathcal{K})$ satisfies the conditions (i), (ii) and (iii), $\mathcal{G} \subset \sigma(\mathcal{K})$. Thus $\mathcal{G}=\sigma(\mathcal{K})$.

Let $(\Omega, \mathcal{F})$ be a measurable space. A function $\mu: \mathcal{F} \rightarrow[0, \infty]$ is a positive measure if $\mu(A)<\infty$ at least for one $A \in \mathcal{F}$ and $\mu$ is $\sigma$-additive, i.e., if $\left\{A_{i}\right\}_{i=1}^{\infty}$ is a disjoint collection of measurable sets,

$$
\mu\left(\bigcup_{i=1}^{\infty} A_{i}\right)=\sum_{i=1}^{\infty} \mu\left(A_{i}\right)
$$

The triplet $(\Omega, \mathcal{F}, \mu)$ is called a measure space. If $(\Omega, \mathcal{F}, \mu)$ is a measure space, we define the completion of $\mathcal{F}$ by

$$
\overline{\mathcal{F}}:=\{A \subseteq \Omega: \text { there exist } B, C \in \mathcal{F} \text { such that } B \subseteq A \subseteq C \text { and } \mu(B)=\mu(C)\}
$$

Then $\overline{\mathcal{F}}$ is a $\sigma$-algebra. If $\mathcal{F}=\overline{\mathcal{F}}$, the measure space $(\Omega, \mathcal{F}, \mu)$ is said to be complete. A function $\mathbb{P}: \mathcal{F} \rightarrow[0,1]$ is a probability measure if $\mathbb{P}$ is a positive measure and $\mathbb{P}(\Omega)=1$. The triplet $(\Omega, \mathcal{F}, \mathbb{P})$ is called a probability space.

### 4.2 Random Variables

Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space and $(E, \mathcal{G})$ a measurable space.
Definition 4.2. A function $X: \Omega \rightarrow E$ such that the set $\{\omega \in \Omega: X(\omega) \in A\}$ belongs to $\mathcal{F}$ for each $A \in \mathcal{G}$ is called a measurable function or a random variable from $(\Omega, \mathcal{F})$ to $(E, \mathcal{G})$.

If $E$ is a topological vector space, an $E$-valued random variable is a function $X$ : $\Omega \rightarrow E$ which is measurable from $(\Omega, \mathcal{F})$ to $(E, \mathcal{B}(E))$. A random variable is called simple if it is of the form

$$
X(\omega)=\sum_{k=1}^{n} x_{k} \chi_{A_{k}}(\omega)
$$

for all $\omega \in \Omega$ where $n \in \mathbb{N}, x_{k} \in E$ and $A_{k} \in \mathcal{F}$ are disjoint for all $k=1, \ldots, n$ and

$$
\chi_{A_{k}}(\omega):= \begin{cases}1 & \text { if } \omega \in A_{k} \\ 0 & \text { if } \omega \notin A_{k}\end{cases}
$$

Hence a simple random variable takes only a finite number of values.
Lemma 4.3. Let $(E, \rho)$ be a separable metric space and $X$ an $E$-valued random variable. Then there exists a sequence $\left\{X_{n}\right\}_{n=1}^{\infty}$ of simple E-valued random variables such that for all $\omega \in \Omega$ the sequence $\left\{\rho\left(X(\omega), X_{n}(\omega)\right)\right\}_{n=1}^{\infty}$ is monotonically decreasing to zero.

Proof. Let $\left\{e_{j}\right\}_{j=1}^{\infty}$ be a countable dense subset of $E$. For $\omega \in \Omega$ and $n \in \mathbb{N}$ we define

$$
\begin{aligned}
\rho_{n}(\omega) & :=\min \left\{\rho\left(X(\omega), e_{j}\right), j=1, \ldots, n\right\} \\
k_{n}(\omega) & :=\min \left\{j \leq n: \rho_{n}(\omega)=\rho\left(X(\omega), e_{j}\right)\right\} \\
X_{n}(\omega) & :=e_{k_{n}(\omega)}
\end{aligned}
$$

Then $X_{n}$ is a simple random variable since $X_{n}(\Omega) \subset\left\{e_{1}, \ldots, e_{n}\right\}$, for all $i=1, \ldots, n$

$$
\begin{aligned}
& \left\{\omega \in \Omega: X_{n}(\omega)=e_{i}\right\} \\
& =\bigcap_{j=1}^{i-1}\left\{\omega \in \Omega: \rho_{n}(\omega) \neq \rho\left(X(\omega), e_{j}\right)\right\} \cap\left\{\omega \in \Omega: \rho_{n}(\omega)=\rho\left(X(\omega), e_{i}\right)\right\}
\end{aligned}
$$

and $\rho_{n}$ is a random variable from $(\Omega, \mathcal{F})$ to $(\mathbb{R}, \mathcal{B}(\mathbb{R}))$. Moreover, by the density of $\left\{e_{j}\right\}_{j=1}^{\infty}$ the sequence $\left\{\rho_{n}(\omega)\right\}_{n=1}^{\infty}$ is monotonically decreasing to zero for each $\omega \in \Omega$. Since $\rho_{n}(\omega)=\rho\left(X(\omega), X_{n}(\omega)\right)$, the conclusion follows.

If $X$ is a random variable from $(\Omega, \mathcal{F}, \mathbb{P})$ to $(E, \mathcal{G})$, we denote the image of the probability measure $\mathbb{P}$ under the function $X$ by $\mathcal{L}(X)$, i.e.,

$$
\mathcal{L}(X)(A):=\mathbb{P}(\omega \in \Omega: X(\omega) \in A)
$$

for all $A \in \mathcal{G}$. The probability measure $\mathcal{L}(X)$ is called the distribution or the law of the random variable $X$.

Let $\left\{X_{i}\right\}_{i \in I}$ be a family of functions from $\Omega$ to $E$. Then the smallest $\sigma$-algebra $\sigma\left(X_{i}: i \in I\right)$ on $\Omega$ such that all functions $X_{i}$ are measurable from $\left(\Omega, \sigma\left(X_{i}: i \in I\right)\right)$ to $(E, \mathcal{G})$ is called the $\sigma$-algebra generated by $\left\{X_{i}\right\}_{i \in I}$. Let $\mathcal{K}$ be a collection of subsets of $E$. If $\{\omega \in \Omega: X(\omega) \in A\} \in \mathcal{F}$ for each $A \in \mathcal{K}$, then $X$ is a measurable function from $(\Omega, \mathcal{F})$ to $(E, \sigma(\mathcal{K}))$ since the family of all sets $A \in \sigma(\mathcal{K})$ for which $\{\omega \in \Omega: X(\omega) \in A\} \in \mathcal{F}$ is a $\sigma$-algebra.

Lemma 4.4. Let $\left(H,(\cdot, \cdot)_{H}\right)$ be a separable Hilbert space and $F$ a linearly dense subset of $H$. If $X$ is a function from $\Omega$ to $H$ such that for each $f \in F$ the function

$$
(X(\cdot), f)_{H}: \Omega \rightarrow \mathbb{C}
$$

is measurable, $X$ is a random variable from $(\Omega, \mathcal{F})$ to $(H, \mathcal{B}(H))$.

Proof. Since $\operatorname{span}(F)$ is dense in $H$, for every $h \in H$ there exists $\left\{f_{n}\right\}_{n=1}^{\infty} \subset \operatorname{span}(F)$ such that $f_{n} \rightarrow h$ in $H$ as $n \rightarrow \infty$. Since $(X(\cdot), f)_{H}: \Omega \rightarrow \mathbb{C}$ is measurable for every $f \in F$, it is also measurable for every $f \in \operatorname{span}(F)$. Let $h \in H$ and $\left\{f_{n}\right\}_{n=1}^{\infty} \subset \operatorname{span}(F)$ be an approximating sequence of $h$. Then for all $\omega \in \Omega$

$$
\left|\left(X(\omega), f_{n}\right)_{H}-(X(\omega), h)_{H}\right| \leq\|X(\omega)\|_{H}\left\|f_{n}-h\right\|_{H} \longrightarrow 0
$$

as $n \rightarrow \infty$. Thus $(X(\cdot), h)_{H}: \Omega \rightarrow \mathbb{C}$ is measurable for every $h \in H$. Since by Corollary B. 7 in a separable Banach space the weak measurability is equivalent to the measurability, $X$ is measurable.

Let $\left(E,\|\cdot\|_{E}\right)$ be a separable Banach space. An $E$-valued random variable $X$ is said to be Bochner integrable or simply integrable if

$$
\int_{\Omega}\|X(\omega)\|_{E} \mathbb{P}(d \omega)<\infty
$$

Then the integral of $X$ is defined by

$$
\mathbb{E}(X):=\int_{\Omega} X(\omega) \mathbb{P}(d \omega):=\lim _{n \rightarrow \infty} \int_{\Omega} X_{n}(\omega) \mathbb{P}(d \omega):=\lim _{n \rightarrow \infty} \sum_{k=1}^{m_{n}} x_{k}^{n} \mathbb{P}\left(A_{k}^{n}\right)
$$

where $\left\{X_{n}\right\}_{n=1}^{\infty}$ is a sequence of simple random variables $X_{n}=\sum_{k=1}^{m_{n}} x_{n}^{k} \chi_{A_{n}^{k}}$ converging pointwise to $X$ and satisfying

$$
\int_{\Omega}\left\|X_{m}-X_{n}\right\|_{E} d \mathbb{P} \longrightarrow 0
$$

as $m, n \rightarrow \infty$. We denote by $L^{1}(\Omega, \mathcal{F}, \mathbb{P} ; E)$ the set of all equivalence classes of $E$ valued integrable random variables with respect to the equivalence relation $X(\omega)=$ $Y(\omega)$ for almost all $\omega \in \Omega$, i.e., almost surely. The space $L^{1}(\Omega, \mathcal{F}, \mathbb{P} ; E)$ equipped with the norm $\|X\|_{1}:=\mathbb{E}\|X\|_{E}$ is a Banach space. In a similar way one can define $L^{p}(\Omega, \mathcal{F}, \mathbb{P} ; E)$ for each $p>1$ with the norm $\|X\|_{p}=\left(\mathbb{E}\|X\|_{E}^{p}\right)^{1 / p}$. The theory concerning Banach space valued functions and the Bochner integral is presented in Appendix B.

### 4.2.1 Operator Valued Random Variables

Let $\left(U,(\cdot, \cdot)_{U}\right)$ and $\left(H,(\cdot, \cdot)_{H}\right)$ be separable Hilbert spaces. We denote by $B(U, H)$ the collection of all bounded linear operator from $U$ to $H$. If $U=H$, we use the notation $B(H):=B(H, H)$. The set $B(U, H)$ is a vector space and equipped with the operator norm

$$
\|T\|_{B(U, H)}:=\sup \left\{\|T x\|_{H}: x \in U,\|x\|_{U} \leq 1\right\}
$$

for all $T \in B(U, H)$ it is a Banach space. However, if $U$ and $H$ are both infinite dimensional, $B(U, H)$ is not separable. The non-separability of $B(U, H)$ has several consequences. First of all the corresponding Borel $\sigma$-algebra $\mathcal{B}(B(U, H))$ is very rich to the extent that very simple $B(U, H)$-valued functions turn out to be non-measurable. The lack of separability of $B(U, H)$ implies also that Bochner's definition of the integrability cannot be directly applied to the $B(U, H)$-valued functions.

Definition 4.5. A function $\Phi: \Omega \rightarrow B(U, H)$ is said to be strongly measurable if for each $u \in U$ the function $\Phi(\cdot)$ u is measurable as a function from $(\Omega, \mathcal{F})$ to $(H, \mathcal{B}(H))$.

Let $\mathcal{B}(U, H)$ be the smallest $\sigma$-algebra on $B(U, H)$ containing all sets of the form $\{\Psi \in B(U, H): \Psi u \in A\}$ for each $u \in U$ and $A \in \mathcal{B}(H)$. Then a strongly measurable function $\Phi: \Omega \rightarrow B(U, H)$ is a measurable function from $(\Omega, \mathcal{F})$ to $(B(U, H), \mathcal{B}(U, H))$. The elements of $\mathcal{B}(U, H)$ are called strongly measurable sets.

Definition 4.6. A strongly measurable function $\Phi: \Omega \rightarrow B(U, H)$ is said to be strongly Bochner integrable if for each $u \in U$ the function $\Phi(\cdot) u$ is Bochner integrable. Then there exists an operator $\Psi \in B(U, H)$ such that

$$
\int_{\Omega} \Phi(\omega) u \mathbb{P}(d \omega)=\Psi u
$$

for each $u \in U$.

The operator $\Psi$ is then denoted by

$$
\Psi:=\int_{\Omega} \Phi(\omega) \mathbb{P}(d \omega)
$$

and called the strong Bochner integral of $\Phi$. More about the Bochner integration theory of operator valued functions can be found in Appendix B.

For all $a, b \in H$ the bounded linear operator $a \otimes b$ is defined by $(a \otimes b) h:=a(h, b)_{H}$ for each $h \in H$. If $X \in L^{2}(\Omega, \mathcal{F}, \mathbb{P} ; H)$, then $(X(\omega)-\mathbb{E} X) \otimes(X(\omega)-\mathbb{E} X)$ is a bounded linear operator in $H$ for almost all $\omega \in \Omega$. Since $X$ is measurable,

$$
((X(\omega)-\mathbb{E} X) \otimes(X(\omega)-\mathbb{E} X)) h=(X(\omega)-\mathbb{E} X)(h, X(\omega)-\mathbb{E} X)_{H}
$$

is measurable as a function from $(\Omega, \mathcal{F})$ to $(H, \mathcal{B}(H))$ for all $h \in H$. Since $X \in$ $L^{2}(\Omega, \mathcal{F}, \mathbb{P} ; H)$,

$$
\begin{aligned}
& \int_{\Omega}\|((X(\omega)-\mathbb{E} X) \otimes(X(\omega)-\mathbb{E} X)) h\|_{H} \mathbb{P}(d \omega) \\
& =\int_{\Omega}\|X(\omega)-\mathbb{E} X\|_{H}\left|(h, X(\omega)-\mathbb{E} X)_{H}\right| \mathbb{P}(d \omega) \\
& \leq\|h\|_{H}\|X-\mathbb{E} X\|_{2}^{2}=\|h\|_{H}\left(\|X\|_{2}^{2}-\|\mathbb{E} X\|_{H}^{2}\right)
\end{aligned}
$$

for all $h \in H$. Hence $(X-\mathbb{E} X) \otimes(X-\mathbb{E} X)$ is strongly Bochner integrable and the bounded linear operator

$$
\operatorname{Cov}(X):=\mathbb{E}[(X-\mathbb{E} X) \otimes(X-\mathbb{E} X)]
$$

from $H$ to itself is well defined. The operator $\operatorname{Cov}(X)$ is called the covariance operator of $X$. The operator $\operatorname{Cov}(X)$ is a non-negative self-adjoint operator, because

$$
(\operatorname{Cov}(X) h, h)_{H}=\mathbb{E}\left[\left|(h, X-\mathbb{E} X)_{H}\right|^{2}\right] \geq 0
$$

and

$$
\begin{aligned}
(\operatorname{Cov}(X) h, g)_{H} & =\left(\mathbb{E}\left[(X-\mathbb{E} X)(h, X-\mathbb{E} X)_{H}\right], g\right)_{H} \\
& =\mathbb{E}\left[(h, X-\mathbb{E} X)_{H}(X-\mathbb{E} X, g)_{H}\right] \\
& =\overline{\mathbb{E}\left[(g, X-\mathbb{E} X)_{H}(X-\mathbb{E} X, h)_{H}\right]} \\
& =\overline{(\operatorname{Cov}(X) g, h)_{H}}=(h, \operatorname{Cov}(X) g)_{H}
\end{aligned}
$$

for all $g, h \in H$. Let $\left\{e_{k}\right\}_{k=1}^{\infty}$ be an orthonormal basis in $H$. Then

$$
\begin{aligned}
\operatorname{Tr} \operatorname{Cov}(X) & =\sum_{k=1}^{\infty}\left(\operatorname{Cov}(X) e_{k}, e_{k}\right)_{H}=\sum_{k=1}^{\infty} \mathbb{E}\left[\left|\left(X(\omega)-\mathbb{E} X, e_{k}\right)_{H}\right|^{2}\right] \\
& =\mathbb{E}\|X-\mathbb{E} X\|_{H}^{2}=\|X\|_{2}^{2}-\|\mathbb{E} X\|_{H}^{2} .
\end{aligned}
$$

Thus by Proposition D. 14 the covariance operator $\operatorname{Cov}(X)$ is nuclear.
If $X, Y \in L^{2}(\Omega, \mathcal{F}, \mathbb{P} ; H)$, we may define the correlation operator

$$
\operatorname{Cor}(X, Y):=\mathbb{E}[(X-\mathbb{E} X) \otimes(Y-\mathbb{E} Y)]
$$

of $X$ and $Y$ as a strong Bochner integral similarly. Then $\operatorname{Cor}(X, Y)$ is a bounded linear operator from $H$ to itself.

### 4.2.2 Conditional Expectation and Independence

The conditional expectation of scalar valued random variables is assumed to be known. The books of Neveu [30] or Williams [53] can be used as a reference.

Theorem 4.7. Let $\left(E,\|\cdot\|_{E}\right)$ be a separable Banach space. A random variable $X:(\Omega, \mathcal{F}, \mathbb{P}) \rightarrow(E, \mathcal{B}(E))$ is assumed to be Bochner integrable and $\mathcal{G}$ to be a $\sigma$ algebra contained in $\mathcal{F}$. Then there exists an integrable $E$-valued random variable $Z$ which is measurable with respect to $\mathcal{G}$ such that

$$
\int_{A} X d \mathbb{P}=\int_{A} Z d \mathbb{P}
$$

for all $A \in \mathcal{G}$. Furthermore, $Z$ is unique up to a set of probability zero.

The random variable $Z$ is denoted by $\mathbb{E}(X \mid \mathcal{G})$ and called the conditional expectation of $X$ given $\mathcal{G}$.

Proof. First we show the existence of a conditional expectation. Let $X$ be a simple random variable. We define $Z:=\sum_{k=1}^{n} x_{k} \mathbb{E}\left(\chi_{A_{k}} \mid \mathcal{G}\right)$ where $\mathbb{E}\left(\chi_{A_{k}} \mid \mathcal{G}\right)$ represents the classical notion of the conditional expectation of the characteristic function $\chi_{A_{k}}$ given $\mathcal{G}$. Since $\chi_{A_{k}}$ is non-negative, $\mathbb{E}\left(\chi_{A_{k}} \mid \mathcal{G}\right) \geq 0$ almost surely [53, Theorem 9.7]. Thus

$$
\begin{aligned}
\mathbb{E}\|Z\|_{E} & \leq \mathbb{E}\left(\sum_{k=1}^{n}\left\|x_{k}\right\|_{E} \mathbb{E}\left(\chi_{A_{k}} \mid \mathcal{G}\right)\right)=\sum_{k=1}^{n}\left\|x_{k}\right\|_{E} \mathbb{E}\left(\mathbb{E}\left(\chi_{A_{k}} \mid \mathcal{G}\right)\right) \\
& =\sum_{k=1}^{n}\left\|x_{k}\right\|_{E} \mathbb{E}\left(\chi_{A_{k}}\right)=\sum_{k=1}^{n}\left\|x_{k}\right\|_{E} \mathbb{P}\left(A_{k}\right)=\mathbb{E}\|X\|_{E}
\end{aligned}
$$

Hence $Z$ is integrable $E$-valued $\mathcal{G}$-measurable function. Furthermore,

$$
\int_{A} X d \mathbb{P}=\sum_{k=1}^{n} x_{k} \int_{A} \chi_{A_{k}} d \mathbb{P}=\sum_{k=1}^{n} x_{k} \int_{A} \mathbb{E}\left(\chi_{A_{k}} \mid \mathcal{G}\right) d \mathbb{P}=\int_{A} Z d \mathbb{P}
$$

for all $A \in \mathcal{G}$. Thus there exists a conditional expectation for a simple random variable.

Let $X \in L^{1}(\Omega, \mathcal{F}, \mathbb{P} ; E)$. By Theorem B. 12 there exists a sequence $\left\{X_{n}\right\}_{n=1}^{\infty}$ of simple random variables such that $X_{n}$ converges pointwise to $X$ and $\mathbb{E}\left\|X_{m}-X_{n}\right\|_{E} \rightarrow 0$ as $m, n \rightarrow \infty$. Furthermore, $\mathbb{E}\left\|X-X_{n}\right\|_{E} \rightarrow 0$ as $n \rightarrow \infty$. Let $Z_{n}=\mathbb{E}\left(X_{n} \mid \mathcal{G}\right)$ for all $n \in \mathbb{N}$. Then

$$
\mathbb{E}\left\|Z_{m}-Z_{n}\right\|_{E} \leq \mathbb{E}\left\|X_{m}-X_{n}\right\|_{E} \longrightarrow 0
$$

as $m, n \rightarrow \infty$. Hence $\left\{Z_{n}\right\}_{n=1}^{\infty}$ is a Cauchy sequence in $L^{1}(\Omega, \mathcal{G}, \mathbb{P} ; E)$. Therefore there exists $Z \in L^{1}(\Omega, \mathcal{G}, \mathbb{P} ; E)$ such that $\mathbb{E}\left\|Z-Z_{n}\right\|_{E} \rightarrow 0$ as $n \rightarrow \infty$. Hence for each $A \in \mathcal{G}$

$$
\int_{A} X d \mathbb{P}=\lim _{n \rightarrow \infty} \int_{A} X_{n} d \mathbb{P}=\lim _{n \rightarrow \infty} \int_{A} Z_{n} d \mathbb{P}=\int_{A} Z d \mathbb{P}
$$

since $X_{n} \rightarrow X$ in $L^{1}(\Omega, \mathcal{F}, \mathbb{P} ; E)$ and $Z_{n} \rightarrow Z$ in $L^{1}(\Omega, \mathcal{G}, \mathbb{P} ; E)$ as $n \rightarrow \infty$ and $Z_{n}=\mathbb{E}\left(X_{n} \mid \mathcal{G}\right)$ for all $n \in \mathbb{N}$. Thus there exists a conditional expectation.

We still have to prove the uniqueness of the conditional expectation. We need the following lemma. In the proof of the lemma the uniqueness of the conditional expectation is not expected.
Lemma 4.8. Let $\left(E,\|\cdot\|_{E}\right)$ be a separable Banach space. A random variable $X$ : $(\Omega, \mathcal{F}, \mathbb{P}) \rightarrow(E, \mathcal{B}(E))$ is assumed to be Bochner integrable and $\mathcal{G}$ to be a $\sigma$-algebra contained in $\mathcal{F}$. If $\varphi$ a continuous linear functional on $E$,

$$
\langle\mathbb{E}(X \mid \mathcal{G}), \varphi\rangle=\mathbb{E}(\langle X, \varphi\rangle \mid \mathcal{G})
$$

almost surely.

Proof. Let $X \in L^{1}(\Omega, \mathcal{F}, \mathbb{P} ; E)$ and $Z=\mathbb{E}(X \mid \mathcal{G})$. Then for all $A \in \mathcal{G}$

$$
\int_{A}\langle X, \varphi\rangle d \mathbb{P}=\left\langle\int_{A} X d \mathbb{P}, \varphi\right\rangle=\left\langle\int_{A} Z d \mathbb{P}, \varphi\right\rangle=\int_{A}\langle Z, \varphi\rangle d \mathbb{P}
$$

Hence $\langle Z, \varphi\rangle=\mathbb{E}(\langle X, \varphi\rangle \mid \mathcal{G})$ almost surely since the conditional expectation of scalar valued random variable is unique up to a set of probability zero.

We assume that there exist two random variables $Z$ and $\tilde{Z}$ such that they have the properties of the conditional expectation and $\mathbb{P}(Z-\tilde{Z} \neq 0)>0$. The separability of $E$ implies that for some $a \in E$

$$
\mathbb{P}\left(\|Z-\tilde{Z}-a\|_{E}<\frac{1}{3}\|a\|_{E}\right)>0
$$

By the Hahn-Banach theorem there exists a continuous linear functional $\varphi$ on $E$ such that $\langle a, \varphi\rangle=\|a\|_{E}$ and $\|\varphi\|_{E^{\prime}}=1$. Hence

$$
\mathbb{P}\left(\left|\langle Z-\tilde{Z}, \varphi\rangle-\|a\|_{E}\right|<\frac{1}{3}\|a\|_{E}\right)>0
$$

since

$$
\left|\langle Z-\tilde{Z}, \varphi\rangle-\|a\|_{E}\right|=|\langle Z-\tilde{Z}-a, \varphi\rangle| \leq\|Z-\tilde{Z}-a\|_{E}
$$

Thus

$$
\mathbb{P}\left(\langle Z-\tilde{Z}, \varphi\rangle \geq \frac{2}{3}\|a\|_{E}\right)>0
$$

But $\langle Z, \varphi\rangle=\mathbb{E}(\langle X, \varphi\rangle \mid \mathcal{G})=\langle\tilde{Z}, \varphi\rangle$ almost surely by Lemma 4.8. The obtained contradiction implies the uniqueness up to a set of probability zero.

Let $\left\{\mathcal{F}_{i}\right\}_{i \in I}$ be a family of sub- $\sigma$-algebras of $\mathcal{F}$. These $\sigma$-algebras are said to be independent if for every finite subset $J \subset I$ and every family $\left\{A_{i}\right\}_{i \in J}$ such that $A_{i} \in \mathcal{F}_{i}$ for each $i \in J$

$$
\mathbb{P}\left(\bigcap_{i \in J} A_{i}\right)=\prod_{i \in J} \mathbb{P}\left(A_{i}\right)
$$

Random variables $\left\{X_{i}\right\}_{i \in I}$ are independent if the $\sigma$-algebras $\left\{\sigma\left(X_{i}\right)\right\}_{i \in I}$ are independent.

In the following theorem we have gathered properties of the conditional expectation.

Theorem 4.9. Let $\left(E,\|\cdot\|_{E}\right)$ and $\left(F,\|\cdot\|_{F}\right)$ be separable Banach spaces. Random variables $X, Y:(\Omega, \mathcal{F}, \mathbb{P}) \rightarrow(E, \mathcal{B}(E))$ are assumed to be Bochner integrable and $\mathcal{G}$ to be a $\sigma$-algebra contained in $\mathcal{F}$. Then
(i) $\mathbb{E}(\mathbb{E}(X \mid \mathcal{G}))=\mathbb{E}(X)$,
(ii) if $X$ is $\mathcal{G}$-measurable, $\mathbb{E}(X \mid \mathcal{G})=X$ almost surely,
(iii) $\mathbb{E}(\alpha X+\beta Y \mid \mathcal{G})=\alpha \mathbb{E}(X \mid \mathcal{G})+\beta \mathbb{E}(Y \mid \mathcal{G})$ almost surely for all $\alpha, \beta \in \mathbb{C}$,
(iv) if $\mathcal{H}$ is a sub- $\sigma$-algebra of $\mathcal{G}$, then $\mathbb{E}(\mathbb{E}(X \mid \mathcal{G}) \mid \mathcal{H})=\mathbb{E}(X \mid \mathcal{H})$ almost surely,
(v) $\|\mathbb{E}(X \mid \mathcal{G})\|_{E} \leq \mathbb{E}\left(\|X\|_{E} \mid \mathcal{G}\right)$ almost surely,
(vi) if $\Phi \in B(E, F)$, then $\mathbb{E}(\Phi X \mid \mathcal{G})=\Phi \mathbb{E}(X \mid \mathcal{G})$ almost surely,
(vii) if $Z$ is a bounded scalar valued $\mathcal{G}$-measurable function, $\mathbb{E}(Z X \mid \mathcal{G})=Z \mathbb{E}(X \mid \mathcal{G})$ almost surely,
(viii) if $X$ is independent of $\mathcal{G}$, then $\mathbb{E}(X \mid \mathcal{G})=\mathbb{E}(X)$ almost surely.

Proof. The statements (i)-(iv) are obvious consequences of the definition of the conditional expectation.
(v) Let $X$ be a simple random variable. Then

$$
\|\mathbb{E}(X \mid \mathcal{G})\|_{E} \leq \sum_{k=1}^{n}\left\|x_{k}\right\|_{E} \mathbb{E}\left(\chi_{A_{k}} \mid \mathcal{G}\right)=\mathbb{E}\left(\|X\|_{E} \mid \mathcal{G}\right)
$$

Let $X \in L^{1}(\Omega, \mathcal{F}, \mathbb{P} ; E)$ and $\left\{X_{n}\right\}_{n=1}^{\infty}$ be a sequence defined in Theorem B.12. Then $X_{n} \rightarrow X$ in $L^{1}(\Omega, \mathcal{F}, \mathbb{P} ; E)$ as $n \rightarrow \infty$. Therefore $\left\|X_{n}\right\|_{E} \rightarrow\|X\|_{E}$ in $L^{1}(\Omega, \mathcal{F}, \mathbb{P} ; \mathbb{R})$ as $n \rightarrow \infty$. Similarly as in the proof of Theorem 4.7 we get $\mathbb{E}\left(X_{n} \mid \mathcal{G}\right) \rightarrow \mathbb{E}(X \mid \mathcal{G})$ in $L^{1}(\Omega, \mathcal{G}, \mathbb{P} ; E)$ and $\mathbb{E}\left(\left\|X_{n}\right\|_{E} \mid \mathcal{G}\right) \rightarrow \mathbb{E}\left(\|X\|_{E} \mid \mathcal{G}\right)$ in $L^{1}(\Omega, \mathcal{G}, \mathbb{P} ; \mathbb{R})$ as $n \rightarrow \infty$. Since by Theorem B. 16 every convergent sequence in $L^{1}$ has a subsequence which converges pointwise almost surely,

$$
\|\mathbb{E}(X \mid \mathcal{G})\|_{E}=\lim _{k \rightarrow \infty}\left\|\mathbb{E}\left(X_{n_{k}} \mid \mathcal{G}\right)\right\|_{E} \leq \lim _{k \rightarrow \infty} \mathbb{E}\left(\left\|X_{n_{k}}\right\|_{E} \mid \mathcal{G}\right)=\mathbb{E}\left(\|X\|_{E} \mid \mathcal{G}\right)
$$

almost surely.
(vi) Let $\Phi \in B(E, F)$ and $X \in L^{1}(\Omega, \mathcal{F}, \mathbb{P} ; E)$. Then for all $A \in \mathcal{G}$

$$
\int_{A} \Phi X d \mathbb{P}=\Phi \int_{A} X d \mathbb{P}=\Phi \int_{A} \mathbb{E}(X \mid \mathcal{G}) d \mathbb{P}=\int_{A} \Phi \mathbb{E}(X \mid \mathcal{G}) d \mathbb{P}
$$

Hence $\mathbb{E}(\Phi X \mid \mathcal{G})=\Phi \mathbb{E}(X \mid \mathcal{G})$ almost surely.
(vii) Let $X \in L^{1}(\Omega, \mathcal{F}, \mathbb{P} ; E)$ and $Z$ be a bounded scalar valued $\mathcal{G}$-measurable function. Let $\varphi$ be a continuous linear functional on $E$. Then by the statement (v),

$$
\langle\mathbb{E}(Z X \mid \mathcal{G}), \varphi\rangle=\mathbb{E}(Z\langle X, \varphi\rangle \mid \mathcal{G})=Z \mathbb{E}(\langle X, \varphi\rangle \mid \mathcal{G})=\langle Z \mathbb{E}(X \mid \mathcal{G}), \varphi\rangle
$$

almost surely $[53$, Theorem 9.7$]$. Thus $\mathbb{E}(Z X \mid \mathcal{G})=Z \mathbb{E}(X \mid \mathcal{G})$ almost surely.
(viii) Let $X \in L^{1}(\Omega, \mathcal{F}, \mathbb{P} ; E)$ be independent of $\mathcal{G}$ and $\varphi$ a continuous linear functional on $E$. Then $\langle X, \varphi\rangle$ is independent of $\mathcal{G}$ [11, Theorem 4.1.1]. Hence by the statement (v),

$$
\langle\mathbb{E}(X \mid \mathcal{G}), \varphi\rangle=\mathbb{E}(\langle X, \varphi\rangle \mid \mathcal{G})=\mathbb{E}(\langle X, \varphi\rangle)=\langle\mathbb{E}(X), \varphi\rangle
$$

almost surely $[53$, Theorem 9.7$]$. Thus $\mathbb{E}(X \mid \mathcal{G})=\mathbb{E}(X)$ almost surely.

The following proposition is a useful tool in the construction of the stochastic integral in Section 4.5.

Proposition 4.10. Let $\left(E_{1}, \mathcal{E}_{1}\right)$ and $\left(E_{2}, \mathcal{E}_{2}\right)$ be measurable spaces and $\psi: E_{1} \times E_{2} \rightarrow$ $\mathbb{R}$ a bounded measurable function. Let $X_{1}$ and $X_{2}$ be random variables on $(\Omega, \mathcal{F}, \mathbb{P})$ with values in $\left(E_{1}, \mathcal{E}_{1}\right)$ and $\left(E_{2}, \mathcal{E}_{2}\right)$, respectively, and $\mathcal{G}$ a sub- $\sigma$-algebra of $\mathcal{F}$. If $X_{1}$ is $\mathcal{G}$-measurable and $X_{2}$ is independent of $\mathcal{G}$,

$$
\mathbb{E}\left(\psi\left(X_{1}, X_{2}\right) \mid \mathcal{G}\right)=\hat{\psi}\left(X_{1}\right)
$$

almost surely where $\hat{\psi}\left(x_{1}\right)=\mathbb{E}\left(\psi\left(x_{1}, X_{2}\right)\right)$ for $x_{1} \in E_{1}$.

Proof. We assume first that $\psi\left(x_{1}, x_{2}\right)=\psi_{1}\left(x_{1}\right) \psi_{2}\left(x_{2}\right)$ for all $\left(x_{1}, x_{2}\right) \in E_{1} \times E_{2}$ where $\psi_{1}: E_{1} \rightarrow \mathbb{R}$ and $\psi_{2}: E_{2} \rightarrow \mathbb{R}$ are bounded measurable functions. Then $\psi_{1}\left(X_{1}\right)$ is $\mathcal{G}$-measurable and $\psi_{2}\left(X_{2}\right)$ is independent of $\mathcal{G}$ [11, Theorem 4.1.1]. Hence

$$
\mathbb{E}\left(\psi\left(X_{1}, X_{2}\right) \mid \mathcal{G}\right)=\mathbb{E}\left(\psi_{1}\left(X_{1}\right) \psi_{2}\left(X_{2}\right) \mid \mathcal{G}\right)=\psi_{1}\left(X_{1}\right) \mathbb{E}\left(\psi_{2}\left(X_{2}\right) \mid \mathcal{G}\right)=\psi_{1}\left(X_{1}\right) \mathbb{E}\left(\psi_{2}\left(X_{2}\right)\right)
$$

almost surely [53, Theorem 9.7]. So the claim is true in this case.
The set $\mathcal{K}:=\left\{A_{1} \times A_{2}: A_{1} \in \mathcal{E}_{1}, A_{2} \in \mathcal{E}_{2}\right\}$ is a $\pi$-system and $\sigma(\mathcal{K})=\mathcal{E}_{1} \times \mathcal{E}_{2}$. Furthermore, $\mathbb{E}\left(\chi_{A_{1} \times A_{2}}\left(X_{1}, X_{2}\right) \mid \mathcal{G}\right)=\hat{\chi}_{A_{1} \times A_{2}}\left(X_{1}\right)$ almost surely for all $A_{1} \times A_{2} \in \mathcal{K}$ where

$$
\hat{\chi}_{A_{1} \times A_{2}}\left(x_{1}\right)=\chi_{A_{1}}\left(x_{1}\right) \mathbb{E}\left(\chi_{A_{2}}\left(X_{2}\right)\right)=\mathbb{E}\left(\chi_{A_{1} \times A_{2}}\left(x_{1}, X_{2}\right)\right)
$$

for all $x_{1} \in E_{1}$. Let

$$
\mathcal{H}:=\left\{A \in \mathcal{E}_{1} \times \mathcal{E}_{2}: \mathbb{E}\left(\chi_{A}\left(X_{1}, X_{2}\right) \mid \mathcal{G}\right)=\hat{\chi}_{A}\left(X_{1}\right) \text { almost surely }\right\}
$$

Then $\mathcal{K} \subset \mathcal{H}$. Since $\chi_{A^{c}}=1-\chi_{A}$ and $\chi_{\cup_{n=1}^{\infty} A_{n}}=\sum_{n=1}^{\infty} \chi_{A_{n}}$ for all disjoint $A_{n} \in \mathcal{E}_{1} \times \mathcal{E}_{2}$, the set $\mathcal{H}$ satisfies the assumptions of Proposition 4.1 [53, Theorem 9.7]. Thus $\mathcal{H}=\mathcal{E}_{1} \times \mathcal{E}_{2}$. Therefore the claim is true for all simple functions $\psi$.

In the general case according to Lemma 4.3 there exists a sequence $\left\{\psi_{n}\right\}_{n=1}^{\infty}$ of simple functions such that $\left|\psi_{n}\left(x_{1}, x_{2}\right)-\psi\left(x_{1}, x_{2}\right)\right| \downarrow 0$ as $n \rightarrow \infty$ for all $\left(x_{1}, x_{2}\right) \in$ $E_{1} \times E_{2}$. Hence $\left|\psi_{n}\left(X_{1}(\omega), X_{2}(\omega)\right)-\psi\left(X_{1}(\omega), X_{2}(\omega)\right)\right| \downarrow 0$ and $\mid \psi_{n}\left(x_{1}, X_{2}(\omega)\right)-$ $\psi\left(x_{1}, X_{2}(\omega)\right) \downarrow 0$ as $n \rightarrow \infty$ for all $\omega \in \Omega$ and $x_{1} \in E_{1}$. By Lebesgue's monotone convergence theorem $\psi_{n}\left(X_{1}, X_{2}\right) \rightarrow \psi\left(X_{1}, X_{2}\right)$ and $\psi_{n}\left(x_{1}, X_{2}\right) \rightarrow \psi\left(x_{1}, X_{2}\right)$ in $L^{1}(\Omega, \mathcal{F}, \mathbb{P} ; \mathbb{R})$ as $n \rightarrow \infty$ for all $x_{1} \in E_{1}$. Therefore, similarly as in the proof of Theorem 4.7 we get $\mathbb{E}\left(\psi_{n}\left(X_{1}, X_{2}\right) \mid \mathcal{G}\right) \rightarrow \mathbb{E}\left(\psi\left(X_{1}, X_{2}\right) \mid \mathcal{G}\right)$ in $L^{1}(\Omega, \mathcal{G}, \mathbb{P} ; \mathbb{R})$ and $\hat{\psi}_{n}\left(x_{1}\right) \rightarrow \hat{\psi}\left(x_{1}\right)$ as $n \rightarrow \infty$ for all $x_{1} \in E_{1}$. Since $\mathbb{E}\left(\psi_{n}\left(X_{1}, X_{2}\right) \mid \mathcal{G}\right)=\hat{\psi}_{n}\left(X_{1}\right)$ almost surely and by Theorem B. 16 every convergent sequence in $L^{1}$ has a subsequence which converges pointwise almost surely, $\mathbb{E}\left(\psi\left(X_{1}, X_{2}\right) \mid \mathcal{G}\right)=\hat{\psi}\left(X_{1}\right)$ almost surely.

The following lemma is used in the proof of the Ito formula in Subsection 4.5.2.
Lemma 4.11. If $\left\{\eta_{j}\right\}_{j=1}^{k}$ is a sequence of real valued random variables with finite second moments and $\left\{\mathcal{G}_{j}\right\}_{j=1}^{k}$ is an increasing sequence of $\sigma$-algebras such that $\eta_{j}$ is measurable with respect to $\mathcal{G}_{i}$ for all $1 \leq j<i \leq k$,

$$
\mathbb{E}\left(\sum_{j=1}^{k} \eta_{j}-\sum_{j=1}^{k} \mathbb{E}\left(\eta_{j} \mid \mathcal{G}_{j}\right)\right)^{2}=\sum_{j=1}^{k}\left(\mathbb{E} \eta_{j}^{2}-\mathbb{E}\left(\mathbb{E}\left(\eta_{j} \mid \mathcal{G}_{j}\right)\right)^{2}\right)
$$

Proof. Since $\eta_{j} \in L^{2}(\Omega, \mathcal{F}, \mathbb{P} ; \mathbb{R})$ for all $j=1, \ldots, k$,

$$
\begin{aligned}
& \mathbb{E}\left(\eta_{j} \mathbb{E}\left(\eta_{j} \mid \mathcal{G}_{j}\right)\right)=\mathbb{E}\left(\mathbb{E}\left(\eta_{j} \mathbb{E}\left(\eta_{j} \mid \mathcal{G}_{j}\right) \mid \mathcal{G}_{j}\right)\right)=\mathbb{E}\left(\mathbb{E}\left(\eta_{j} \mid \mathcal{G}_{j}\right)\right)^{2}, \\
& \mathbb{E}\left(\eta_{i} \mathbb{E}\left(\eta_{j} \mid \mathcal{G}_{j}\right)\right)=\mathbb{E}\left(\mathbb{E}\left(\eta_{i} \eta_{j} \mid \mathcal{G}_{j}\right)\right)=\mathbb{E}\left(\eta_{i} \eta_{j}\right), \\
& \mathbb{E}\left(\eta_{j} \mathbb{E}\left(\eta_{i} \mid \mathcal{G}_{i}\right)\right)=\mathbb{E}\left(\mathbb{E}\left(\eta_{j} \mathbb{E}\left(\eta_{i} \mid \mathcal{G}_{i}\right) \mid \mathcal{G}_{j}\right)\right)=\mathbb{E}\left(\mathbb{E}\left(\eta_{i} \mid \mathcal{G}_{i}\right) \mathbb{E}\left(\eta_{j} \mid \mathcal{G}_{j}\right)\right)
\end{aligned}
$$

if $i<j$ [53, Theorem 9.7]. Thus

$$
\begin{aligned}
\mathbb{E} & \left(\sum_{j=1}^{k} \eta_{j}-\sum_{j=1}^{k} \mathbb{E}\left(\eta_{j} \mid \mathcal{G}_{j}\right)\right)^{2} \\
= & \mathbb{E} \sum_{j=1}^{k}\left(\eta_{j}-\mathbb{E}\left(\eta_{j} \mid \mathcal{G}_{j}\right)\right)^{2}+2 \mathbb{E} \sum_{j=1}^{k} \sum_{i<j}\left(\eta_{i}-\mathbb{E}\left(\eta_{i} \mid \mathcal{G}_{i}\right)\right)\left(\eta_{j}-\mathbb{E}\left(\eta_{j} \mid \mathcal{G}_{j}\right)\right) \\
= & \mathbb{E} \sum_{j=1}^{k}\left(\eta_{j}^{2}-2 \eta_{j} \mathbb{E}\left(\eta_{j} \mid \mathcal{G}_{j}\right)+\mathbb{E}\left(\eta_{j} \mid \mathcal{G}_{j}\right)^{2}\right)+ \\
& +2 \mathbb{E} \sum_{j=1}^{k} \sum_{i<j}\left(\eta_{i} \eta_{j}-\eta_{i} \mathbb{E}\left(\eta_{j} \mid \mathcal{G}_{j}\right)-\eta_{j} \mathbb{E}\left(\eta_{i} \mid \mathcal{G}_{i}\right)+\mathbb{E}\left(\eta_{i} \mid \mathcal{G}_{i}\right) \mathbb{E}\left(\eta_{j} \mid \mathcal{G}_{j}\right)\right) \\
= & \sum_{j=1}^{k}\left(\mathbb{E} \eta_{j}^{2}-\mathbb{E}\left(\mathbb{E}\left(\eta_{j} \mid \mathcal{G}_{j}\right)\right)^{2}\right) .
\end{aligned}
$$

Hence the statement is proved.

### 4.3 Probability Measures

Let $\left(E,\|\cdot\|_{E}\right)$ be a real Banach space. A subset of $E$ of the form

$$
\left\{x \in E:\left(\left\langle x, y_{1}^{\prime}\right\rangle,\left\langle x, y_{2}^{\prime}\right\rangle, \ldots,\left\langle x, y_{n}^{\prime}\right\rangle\right) \in A\right\}
$$

where $n \in \mathbb{N}, y_{i}^{\prime} \in E^{\prime}$ for $i=1, \ldots, n$ and $A \in \mathcal{B}\left(\mathbb{R}^{n}\right)$ is called cylindrical. Cylindrical sets form a $\pi$-system. If two probability measures are identical on cylindrical sets, they are equal on $\mathcal{B}(E)$ by Proposition 4.1. If $\mu$ is a probability measure on $(E, \mathcal{B}(E))$, the function $\varphi_{\mu}$ on $E^{\prime}$

$$
\varphi_{\mu}\left(y^{\prime}\right):=\int_{E} e^{i\left\langle x, y^{\prime}\right\rangle} \mu(d x)
$$

for all $y^{\prime} \in E^{\prime}$ is called the characteristic function of $\mu$. Instead of $\varphi_{\mu}$ we also denote it by $\hat{\mu}$. If $\left(H,(\cdot, \cdot)_{H}\right)$ is a real Hilbert space, $\varphi_{\mu}$ is regarded as a function on $H$ and

$$
\varphi_{\mu}(h):=\int_{E} e^{i(x, h)_{H}} \mu(d x)
$$

for all $h \in H$. Probability measures on a real Banach space are uniquely determined by their characteristic functions.

Lemma 4.12. If $\mu$ and $\nu$ are probability measures on $(E, \mathcal{B}(E))$ such that

$$
\varphi_{\mu}\left(y^{\prime}\right)=\varphi_{\nu}\left(y^{\prime}\right)
$$

for all $y^{\prime} \in E^{\prime}$, then $\mu=\nu$.

Proof. The claim is true if $E=\mathbb{R}^{n}$ [3, pp. 333-334]. In the general case we fix $n \in \mathbb{N}, y_{1}^{\prime}, \ldots, y_{n}^{\prime} \in E^{\prime}$ and $\lambda_{1}, \ldots, \lambda_{n} \in \mathbb{R}$. By the hypothesis

$$
\begin{equation*}
\int_{E} e^{i \lambda_{1}\left\langle x, y_{1}^{\prime}\right\rangle+\ldots+i \lambda_{n}\left\langle x, y_{n}^{\prime}\right\rangle} \mu(d x)=\int_{E} e^{i \lambda_{1}\left\langle x, y_{1}^{\prime}\right\rangle+\ldots+i \lambda_{n}\left\langle x, y_{n}^{\prime}\right\rangle} \nu(d x) . \tag{4.1}
\end{equation*}
$$

Identity (4.1) implies that the $\mathbb{R}^{n}$-valued mapping $x \mapsto\left(\left\langle x, y_{1}^{\prime}\right\rangle, \ldots,\left\langle x, y_{n}^{\prime}\right\rangle\right)$ maps the measures $\mu$ and $\nu$ onto measures $\tilde{\mu}$ and $\tilde{\nu}$ on $\left(\mathbb{R}^{n}, \mathcal{B}\left(\mathbb{R}^{n}\right)\right)$ with identical characteristic functions where $\tilde{\mu}(A)=\mu\left(x \in E:\left(\left\langle x, y_{1}^{\prime}\right\rangle, \ldots,\left\langle x, y_{n}^{\prime}\right\rangle\right) \in A\right)$ for all $A \in \mathcal{B}\left(\mathbb{R}^{n}\right)$. Hence the measures $\tilde{\mu}$ and $\tilde{\nu}$ are identical. But this implies that the measures $\mu$ and $\nu$ are equal on all cylindrical sets. Therefore $\mu=\nu$ on $\mathcal{B}(E)$.

Next we present some lemmas concerning probability measures that will be used later in this chapter. By the uniqueness of the characteristic function we are able to prove the following lemma. The version in $\mathbb{R}^{n}$ can be found from the book of Karatzas and Shreve [20, Lemma 2.6.13].

Lemma 4.13. Let $\left(H,(\cdot, \cdot)_{H}\right)$ be a real separable Hilbert space and $X$ an $H$-valued random variable on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$. Suppose that $\mathcal{G}$ is a sub- $\sigma$-algebra of $\mathcal{F}$ and that for each $\omega \in \Omega$ there exists a function $\varphi(\cdot ; \omega): H \rightarrow \mathbb{C}$ such that

$$
\varphi(h ; \omega)=\mathbb{E}\left[e^{i(X, h)_{H}} \mid \mathcal{G}\right](\omega)
$$

for all $h \in H$ and almost all $\omega \in \Omega$. If $\varphi(\cdot ; \omega)$ is the characteristic function of some probability measure $\mu_{\omega}$ on $(H, \mathcal{B}(H)$ ) for each $\omega \in \Omega$, i.e.,

$$
\varphi(h ; \omega)=\int_{H} e^{i(x, h)_{H}} \mu_{\omega}(d x)
$$

for all $h \in H$,

$$
\mathbb{P}[X \in B \mid \mathcal{G}](\omega)=\mu_{\omega}(B)
$$

for each $B \in \mathcal{B}(H)$ and almost all $\omega \in \Omega$.

Proof. Since for all $A \in \mathcal{G}$ and $B \in \mathcal{B}(H)$

$$
\begin{aligned}
\mathbb{E}\left[\mathbb{P}(X \in B \mid \mathcal{G}) \chi_{A}\right] & =\mathbb{E}\left[\mathbb{E}\left(\chi_{\{X \in B\}} \mid \mathcal{G}\right) \chi_{A}\right]=\mathbb{E}\left(\chi_{\{X \in B\}} \chi_{A}\right) \\
& =\mathbb{P}(\{X \in B\} \cap A)=\mathcal{L}(X)(B \cap X(A))
\end{aligned}
$$

and $\mathbb{P}[X \in \cdot \mid \mathcal{G}](\omega)$ is a probability measure on $(H, \mathcal{B}(H))$ for all almost $\omega \in \Omega[53$, Theorem 9.7],

$$
\int_{A} \int_{B} \mathbb{P}[X \in d x \mid \mathcal{G}](\omega) \mathbb{P}(d \omega)=\int_{B \cap X(A)} \mathcal{L}(X)(d x)
$$

for all $A \in \mathcal{G}$ and $B \in \mathcal{B}(H)$. Thus

$$
\begin{aligned}
\int_{A} \int_{H} e^{i(x, h)_{H}} \mathbb{P}[X \in d x \mid \mathcal{G}](\omega) \mathbb{P}(d \omega) & =\int_{X(A)} e^{i(x, h)_{H}} \mathcal{L}(X)(d x) \\
& =\int_{A} e^{i(X, h)_{H}} d \mathbb{P}
\end{aligned}
$$

for all $A \in \mathcal{G}$ and $h \in H$. Hence

$$
\begin{equation*}
\mathbb{E}\left[e^{i(X, h)_{H}} \mid \mathcal{G}\right](\omega)=\int_{H} e^{i(x, h)_{H}} \mathbb{P}[X \in d x \mid \mathcal{G}](\omega) \tag{4.2}
\end{equation*}
$$

for all $h \in H$ and almost all $\omega \in \Omega$. The set of $\omega$ for which Equality (4.2) fails may depend on $h$. We can choose a countable dense subset $D$ of $H$ and an event $\tilde{\Omega} \in \mathcal{F}$ with $\mathbb{P}(\tilde{\Omega})=1$ such that Equality (4.2) holds for every $\omega \in \tilde{\Omega}$ and $h \in D$. The continuity in $h$ of both side of Equality (4.2) allows us to conclude its validity for every $\omega \in \tilde{\Omega}$ and $h \in H[53$, Theorem 9.7]. Since a probability measure on $(H, \mathcal{B}(H))$ is uniquely determined by its characteristic function, $\mu_{\omega}=\mathbb{P}[X \in \cdot \mid \mathcal{G}](\omega)$ for almost all $\omega \in \Omega$. Thus the result follows.

In Subsection 4.5.1 we shall need the previous lemma to show properties of the stochastic integral. The following corollary of Lemma 4.13 is used to prove some properties of the Hilbert space valued Wiener process in Subsection 4.4.3.

Corollary 4.14. Let $\left(H,(\cdot, \cdot)_{H}\right)$ be a real separable Hilbert space and $X$ an $H$ valued random variable on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$. Suppose that $\mathcal{G}_{i}, i=1,2$, are sub- $\sigma$-algebras of $\mathcal{F}$ and

$$
\mathbb{E}\left(e^{i(X, h)_{H}} \mid \mathcal{G}_{1}\right)=\mathbb{E}\left(e^{i(X, h)_{H}} \mid \mathcal{G}_{2}\right)
$$

almost surely for all $h \in H$. If for each $\omega \in \Omega$ there exists a function $\varphi(\cdot ; \omega): H \rightarrow \mathbb{C}$ such that

$$
\varphi(h ; \omega)=\mathbb{E}\left[e^{i(X, h)_{H}} \mid \mathcal{G}_{1}\right](\omega)
$$

for all $h \in H$ and almost all $\omega \in \Omega$ and $\varphi(\cdot ; \omega)$ is the characteristic function of some probability measure $\mu_{\omega}$ on $(H, \mathcal{B}(H))$ for each $\omega \in \Omega$, i.e.,

$$
\varphi(h ; \omega)=\int_{H} e^{i(x, h)_{H}} \mu_{\omega}(d x)
$$

for all $h \in H$,

$$
\mathbb{E}\left(f(X) \mid \mathcal{G}_{1}\right)=\mathbb{E}\left(f(X) \mid \mathcal{G}_{2}\right)
$$

almost surely for all measurable function $f$ from $H$ to $\mathbb{C}$ such that $f$ is integrable with respect to the measure $\mathcal{L}(X)$.

Proof. By the proof of Lemma 4.13,

$$
\mathbb{E}\left[f(X) \mid \mathcal{G}_{i}\right](\omega)=\int_{H} f(x) \mathbb{P}\left[X \in d x \mid \mathcal{G}_{i}\right](\omega)
$$

for all $f \in L^{1}(H, \mathcal{B}(H), \mathcal{L}(X) ; \mathbb{C})$, almost all $\omega \in \Omega$ and $i=1,2$. Since according to Lemma 4.13,

$$
\mathbb{P}\left[X \in B \mid \mathcal{G}_{1}\right](\omega)=\mu_{\omega}(B)=\mathbb{P}\left[X \in B \mid \mathcal{G}_{2}\right](\omega)
$$

for each $B \in \mathcal{B}(H)$ and almost all $\omega \in \Omega$,

$$
\mathbb{E}\left(f(X) \mid \mathcal{G}_{1}\right)=\mathbb{E}\left(f(X) \mid \mathcal{G}_{2}\right)
$$

almost surely for all $f \in L^{1}(H, \mathcal{B}(H), \mathcal{L}(X) ; \mathbb{C})$.

In Subsection 4.3.1 we use the following lemma to define the characteristic function of a Gaussian measure on a real Hilbert space.

Lemma 4.15. Let $\left(H,(\cdot, \cdot)_{H}\right)$ be a real Hilbert space and $\nu$ a probability measure on $(H, \mathcal{B}(H))$. If for some $k \in \mathbb{N}$

$$
\int_{H}\left|(x, h)_{H}\right|^{k} \nu(d x)<\infty
$$

for all $h \in H$, the transformation from $H^{k}$ to $\mathbb{R}$

$$
\left(h_{1}, \ldots, h_{k}\right) \mapsto \int_{H}\left(x, h_{1}\right)_{H} \cdots\left(x, h_{k}\right)_{H} \nu(d x)
$$

is a bounded symmetric $k$-linear form.

Proof. The transformation is obviously symmetric and $k$-linear. We define for each $n \in \mathbb{N}$ the set $U_{n}$ by

$$
U_{n}:=\left\{h \in H: \int_{H}\left|(x, h)_{H}\right|^{k} \nu(d x) \leq n\right\}
$$

By the hypothesis $H=\cup_{n=1}^{\infty} U_{n}$. Since $H$ is a Hilbert space, by Baire's category theorem there exist $n_{0} \in \mathbb{N}, h_{0} \in U_{n_{0}}$ and $r_{0}>0$ such that $B\left(h_{0}, r_{0}\right) \subset U_{n_{0}}$. Hence

$$
\int_{H}\left|\left(x, h_{0}+y\right)_{H}\right|^{k} \nu(d x) \leq n_{0}
$$

for all $y \in B\left(0, r_{0}\right)$. But for each $y \in B\left(0, r_{0}\right)$

$$
\begin{aligned}
\int_{H}\left|(x, y)_{H}\right|^{k} \nu(d x) & \leq 2^{k-1} \int_{H}\left|\left(x, h_{0}+y\right)_{H}\right|^{k} \nu(d x)+2^{k-1} \int_{H}\left|\left(x, h_{0}\right)_{H}\right|^{k} \nu(d x) \\
& \leq 2^{k} n_{0}
\end{aligned}
$$

For all $h \in H$ different for zero $y=\frac{r_{0} h}{2\|h\|_{H}} \in B\left(0, r_{0}\right)$. Hence

$$
\int_{H}\left|(x, h)_{H}\right|^{k} \nu(d x) \leq 2^{2 k} n_{0}\|h\|_{H}^{k} r_{0}^{-k}
$$

for all $h \in H$. By the generalized Hölder inequality the transformation is bounded since

$$
\begin{aligned}
& \left|\int_{H}\left(x, h_{1}\right)_{H} \cdots\left(x, h_{k}\right)_{H} \nu(d x)\right| \\
& \leq\left(\int_{H}\left|\left(x, h_{1}\right)_{H}\right|^{k} \nu(d x)\right)^{\frac{1}{k}} \cdots\left(\int_{H}\left|\left(x, h_{k}\right)_{H}\right|^{k} \nu(d x)\right)^{\frac{1}{k}} \\
& \leq 2^{2 k} n_{0} r_{0}^{-k}\left\|h_{1}\right\|_{H} \cdots\left\|h_{k}\right\|_{H}
\end{aligned}
$$

for all $\left(h_{1}, \ldots, h_{k}\right) \in H^{k}$.

### 4.3.1 Gaussian Measures

Let $Q$ be a positive definite symmetric $n \times n$ matrix and $m$ a vector in $\mathbb{R}^{n}$. The function

$$
\pi_{m, Q}(x):=\frac{1}{(2 \pi \operatorname{det} Q)^{n / 2}} e^{-\frac{1}{2}(x-m)^{T} Q^{-1}(x-m)}
$$

for all $x \in \mathbb{R}^{n}$ is the density of a probability measure on $\mathbb{R}^{n}$ called the non-degenerate Gaussian distribution and denoted by $\mathcal{N}(m, Q)$. Its characteristic function is of the form

$$
\begin{equation*}
\widehat{\mathcal{N}}(m, Q)(\lambda)=e^{i m^{T} \lambda} e^{-\frac{1}{2} \lambda^{T} Q \lambda} \tag{4.3}
\end{equation*}
$$

for each $\lambda \in \mathbb{R}^{n}$. The general Gaussian distribution on $\mathbb{R}^{n}$ is an image of a nondegenerate Gaussian distribution under a linear mapping. Its characteristic function is of the form (4.3) and is determined by $m \in \mathbb{R}^{n}$ and a non-negative symmetric matrix $Q$. If $X:(\Omega, \mathcal{F}, \mathbb{P}) \rightarrow\left(\mathbb{R}^{n}, \mathcal{B}\left(\mathbb{R}^{n}\right)\right)$ is a random variable and $\mathcal{L}(X)=\mathcal{N}(m, Q)$, then $X$ is said to be a Gaussian random variable and $\mathbb{E} X=m$ and $\operatorname{Cov}(X)=Q$. If $m=0$, the measure $\mathcal{N}(0, Q)$ is symmetric in the sense that it associates the same value on the sets which are symmetric with respect to the origin.

Let $\left(E,\|\cdot\|_{E}\right)$ be a real Banach space. A probability measure $\mu$ on $(E, \mathcal{B}(E))$ is said to be a Gaussian measure if and only if the law of an arbitrary continuous linear functional considered as a random variable on $(E, \mathcal{B}(E), \mu)$ is a Gaussian measure on $(\mathbb{R}, \mathcal{B}(\mathbb{R}))$. If the law of each $\varphi \in E^{\prime}$ is in addition symmetric (zero mean) Gaussian distribution on $\mathbb{R}$, then $\mu$ is called a symmetric Gaussian measure. A random variable $X:(\Omega, \mathcal{F}, \mathbb{P}) \rightarrow(E, \mathcal{B}(E))$ is Gaussian if its law $\mathcal{L}(X)$ is a Gaussian measure on $(E, \mathcal{B}(E))$. Hence $X$ is a Gaussian random variable if and only if $\langle X, \varphi\rangle$ is a real valued Gaussian random variable for all $\varphi \in E^{\prime}$ since

$$
\begin{aligned}
\mathcal{L}(\langle\cdot, \varphi\rangle)(A) & =\mathcal{L}(X)(x \in E:\langle x, \varphi\rangle \in A) \\
& =\mathbb{P}(\omega \in \Omega: X(\omega) \in\{x \in E:\langle x, \varphi\rangle \in A\}) \\
& =\mathbb{P}(\omega \in \Omega:\langle X(\omega), \varphi\rangle \in A)
\end{aligned}
$$

for all $A \in \mathcal{B}(\mathbb{R})$.
Let $\left(H,(\cdot, \cdot)_{H}\right)$ be a real Hilbert space. A probability measure $\mu$ on $(H, \mathcal{B}(H))$ is Gaussian if for each $h \in H$ there exist $m_{h} \in \mathbb{R}$ and $q_{h} \geq 0$ such that

$$
\mathcal{L}\left((\cdot, h)_{H}\right)(A)=\mu\left(x \in H:(x, h)_{H} \in A\right)=\mathcal{N}\left(m_{h}, q_{h}\right)(A)
$$

for all $A \in \mathcal{B}(\mathbb{R})$. If $\mu$ is a Gaussian measure, the functionals

$$
\begin{aligned}
H & \rightarrow \mathbb{R}, & h & \mapsto \int_{H}(x, h)_{H} \mu(d x), \\
H \times H & \rightarrow \mathbb{R}, & \left(h_{1}, h_{2}\right) & \mapsto \int_{H}\left(x, h_{1}\right)_{H}\left(x, h_{2}\right)_{H} \mu(d x)
\end{aligned}
$$

are well defined since

$$
\int_{H}(x, h)_{H} \mu(d x)=m_{h}
$$

and

$$
\begin{aligned}
\left|\int_{H}\left(x, h_{1}\right)_{H}\left(x, h_{2}\right)_{H} \mu(d x)\right| & \leq\left(\int_{H}\left(x, h_{1}\right)_{H}^{2} \mu(d x)\right)^{\frac{1}{2}}\left(\int_{H}\left(x, h_{2}\right)_{H}^{2} \mu(d x)\right)^{\frac{1}{2}} \\
& =\left(q_{h_{1}}+m_{h_{1}}^{2}\right)^{\frac{1}{2}}\left(q_{h_{2}}+m_{h_{2}}^{2}\right)^{\frac{1}{2}}
\end{aligned}
$$

The first functional is linear and the second one is bilinear. According to Lemma 4.15 they are also bounded and symmetric. By the Riesz representation theorem and the Lax-Milgram lemma there exist an element $m \in H$ and a bounded linear operator $Q$ such that

$$
\int_{H}(x, h)_{H} \mu(d x)=(h, m)_{H}
$$

for all $h \in H$ and

$$
\int_{H}\left(x, h_{1}\right)_{H}\left(x, h_{2}\right)_{H} \mu(d x)-\left(h_{1}, m\right)_{H}\left(h_{2}, m\right)_{H}=\left(Q h_{1}, h_{2}\right)_{H}
$$

for all $h_{1}, h_{2} \in H$. The operator $Q$ is non-negative and self-adjoint since

$$
\begin{aligned}
(Q h, h)_{H} & =\int_{H}(x, h)_{H}^{2} \mu(d x)-\left(\int_{H}(x, h)_{H} \mu(d x)\right)^{2} \\
& \geq \int_{H}(x, h)_{H}^{2} \mu(d x)-\int_{H}(x, h)_{H}^{2} \mu(d x)=0
\end{aligned}
$$

for all $h \in H$ by Jensen's inequality and

$$
\left(Q h_{1}, h_{2}\right)_{H}=\left(Q h_{2}, h_{1}\right)_{H}=\left(h_{1}, Q h_{2}\right)_{H}
$$

for all $h_{1}, h_{2} \in H$. The element $m$ is called the mean and the operator $Q$ the covariance operator of $\mu$. A Gaussian measure $\mu$ on $H$ with mean $m$ and covariance $Q$ has the characteristic function

$$
\hat{\mu}(h)=\int_{H} e^{i(x, h)_{H}} \mu(d x)=\int_{\mathbb{R}} e^{i t} \mathcal{L}\left((\cdot, h)_{H}\right)(d t)=e^{i(h, m)_{H}-\frac{1}{2}(Q h, h)_{H}}
$$

for all $h \in H$. Therefore $\mu$ is uniquely determined by $m$ and $Q$. It is also denoted by $\mathcal{N}(m, Q)$.

If $\left(H,(\cdot, \cdot)_{H}\right)$ is a real separable Hilbert space, the covariance operator of a Gaussian measure is nuclear.

Proposition 4.16. Let $\left(H,(\cdot, \cdot)_{H}\right)$ be a real separable Hilbert space and $\mu$ a Gaussian measure with mean 0 and covariance $Q$. Then $Q$ is a trace class operator.

Proof. We consider the characteristic function of the measure $\mu$

$$
\hat{\mu}(h)=\int_{H} e^{i(x, h)_{H}} \mu(d x)=e^{-\frac{1}{2}(Q h, h)_{H}}
$$

for all $h \in H$. Since $\hat{\mu}(h) \in \mathbb{R}$, for all $h \in H$ and each $c>0$

$$
\begin{aligned}
1-\hat{\mu}(h) & =\int_{H}\left(1-\cos (x, h)_{H}\right) \mu(d x) \\
& \leq \frac{1}{2} \int_{\|x\|_{H} \leq c}(x, h)_{H}^{2} \mu(d x)+2 \mu\left(x \in H:\|x\|_{H}>c\right) \\
& =\frac{1}{2}\left(Q_{c} h, h\right)_{H}+2 \mu\left(x \in H:\|x\|_{H}>c\right)
\end{aligned}
$$

where $Q_{c}$ is the bounded linear operator defined by

$$
\left(Q_{c} h_{1}, h_{2}\right)_{H}=\int_{\|x\|_{H} \leq c}\left(x, h_{1}\right)_{H}\left(x, h_{2}\right)_{H} \mu(d x)
$$

for all $h_{1}, h_{2} \in H$. Let $h \in H$ be such that $\left(Q_{c} h, h\right)_{H} \leq 1$. Then

$$
\begin{aligned}
e^{-\frac{1}{2}(Q h, h)_{H}} & \geq 1-\frac{1}{2}\left(Q_{c} h, h\right)_{H}-2 \mu\left(x \in H:\|x\|_{H}>c\right) \\
& \geq \frac{1}{2}-2 \mu\left(x \in H:\|x\|_{H}>c\right)
\end{aligned}
$$

We choose $c$ such that

$$
\mu\left(x \in H:\|x\|_{H}>c\right)<\frac{1}{4}
$$

Then

$$
(Q h, h)_{H} \leq-2 \log \left(\frac{1}{2}-2 \mu\left(x \in H:\|x\|_{H}>c\right)\right):=\beta
$$

Let $h \in H$. We denote $\alpha_{h}:=\left(Q_{c} h, h\right)_{H}$. Then $\alpha_{h} \geq 0$. Hence for all $h \in H$ such that $\alpha_{h} \neq 0$

$$
\left(Q_{c} \frac{h}{\sqrt{\alpha_{h}}}, \frac{h}{\sqrt{\alpha_{h}}}\right)_{H}=1 .
$$

Thus

$$
\left(Q \frac{h}{\sqrt{\alpha_{h}}}, \frac{h}{\sqrt{\alpha_{h}}}\right)_{H} \leq \beta
$$

for all $h \in H$ such that $\alpha_{h} \neq 0$. If $\left(Q_{c} h, h\right)_{H}=0$ for some $h \in H$, then $(Q h, h)_{H}=0$. Therefore $(Q h, h)_{H} \leq \beta\left(Q_{c} h, h\right)_{H}$ for all $h \in H$. The operator $Q_{c}$ is a trace class operator by Proposition D. 14 since $Q_{c}$ is non-negative and self-adjoint and

$$
\operatorname{Tr} Q_{c}=\sum_{n=1}^{\infty}\left(Q_{c} e_{n}, e_{n}\right)_{H}=\int_{\|x\|_{H} \leq c} \sum_{n=1}^{\infty}\left(x, e_{n}\right)_{H}^{2} \mu(d x)=\int_{\|x\|_{H} \leq c}\|x\|_{H}^{2} \mu(d x) \leq c^{2}
$$

where $\left\{e_{n}\right\}_{n=1}^{\infty}$ is an orthonormal basis in $H$. Thus $Q$ is a trace class operator because

$$
\operatorname{Tr} Q=\sum_{n=1}^{\infty}\left(Q e_{n}, e_{n}\right)_{H} \leq \sum_{n=1}^{\infty} \beta\left(Q_{c} e_{n}, e_{n}\right)_{H}=\beta \operatorname{Tr} Q_{c}
$$

and $Q$ is non-negative and self-adjoint.

The following proposition shows that there exist Gaussian measures in a real separable Hilbert space.

Proposition 4.17. Let $\left(H,(\cdot, \cdot)_{H}\right)$ be a real separable Hilbert space, $m \in H$ and $Q$ be a positive self-adjoint trace class operator in $H$ with $\operatorname{Ker} Q=\{0\}$. Then there exists a Gaussian measure with mean $m$ and covariance $Q$.

Proof. Since $Q$ is nuclear, by Proposition D. 9 it is compact. Since $Q$ is a compact self-adjoint operator with $\operatorname{Ker} Q=\{0\}$, the normalized eigenvectors $\left\{e_{k}\right\}_{k=1}^{\infty}$ form an orthonormal basis in $H$ [14, Theorem 5.1, Observation 6.1.b, pp. 113-116]. We denote by $\left\{\lambda_{k}\right\}_{k=1}^{\infty}$ the corresponding set of eigenvalues of $Q$. Then $\operatorname{Tr} Q=$ $\sum_{k=1}^{\infty} \lambda_{k}<\infty$ by Proposition D.14. Let $\left\{\xi_{k}\right\}_{k=1}^{\infty}$ be a sequence of independent real $\mathcal{N}(0,1)$-random variables on a probability space $(\Omega, \mathcal{F}, \mathbb{P})[3$, Theorem 20.4]. We set

$$
\begin{equation*}
X:=m+\sum_{k=1}^{\infty} \sqrt{\lambda_{k}} \xi_{k} e_{k} \tag{4.4}
\end{equation*}
$$

Let $i, j \in \mathbb{N}$ and $j \geq i$. Then

$$
\begin{aligned}
& \mathbb{E}\left\|\sum_{k=1}^{j} \sqrt{\lambda_{k}} \xi_{k} e_{k}-\sum_{k=1}^{i} \sqrt{\lambda_{k}} \xi_{k} e_{k}\right\|_{H}^{2} \\
& =\mathbb{E}\left(\sum_{k=i+1}^{j} \sqrt{\lambda_{k}} \xi_{k} e_{k}, \sum_{k=i+1}^{j} \sqrt{\lambda_{k}} \xi_{k} e_{k}\right)_{H} \\
& =\mathbb{E} \sum_{k=i+1}^{j} \lambda_{k} \xi_{k}^{2}=\sum_{k=i+1}^{j} \lambda_{k} \leq \sum_{k=i+1}^{\infty} \lambda_{k} \longrightarrow 0
\end{aligned}
$$

as $i \rightarrow \infty$. Hence the series on the right hand side of Definition (4.4) converges in $L^{2}(\Omega, \mathcal{F}, \mathbb{P} ; H)$. Therefore $X \in L^{2}(\Omega, \mathcal{F}, \mathbb{P} ; H)$.

We prove that the law $\mathcal{L}(X)$ of the random variable $X$ is Gaussian, i.e., for $h \in H$

$$
\mathcal{L}\left((\cdot, h)_{H}\right)(A)=\mathcal{L}(X)\left(x \in H:(x, h)_{H} \in A\right)=\mathcal{N}\left(c_{h}, q_{h}\right)(A)
$$

for all $A \in \mathcal{B}(\mathbb{R})$ with some $c_{h} \in \mathbb{R}$ and $q_{h}>0$. Let $h \in H$ be fixed. We show that $(\cdot, h)_{H}$ is a Gaussian random variable from $(H, \mathcal{B}(H), \mathcal{L}(X))$ to $(\mathbb{R}, \mathcal{B}(\mathbb{R}))$. We use the characteristic function. Let $\tau \in \mathbb{R}$. Then

$$
\varphi_{\mathcal{L}\left((\cdot, h)_{H}\right)}(\tau)=\int_{\mathbb{R}} e^{i \tau t} \mathcal{L}\left((\cdot, h)_{H}\right)(d t)=\int_{H} e^{i \tau(x, h)_{H}} \mathcal{L}(X)(d x)=\int_{\Omega} e^{i \tau(X, h)_{H}} d \mathbb{P}
$$

By Lebesgue's dominated convergence theorem,

$$
\begin{aligned}
\varphi_{\mathcal{L}\left((\cdot, h)_{H}\right)}(\tau) & =e^{i \tau(m, h)_{H} \mathbb{E}}\left[\exp \left(\sum_{k=1}^{\infty} i \tau \sqrt{\lambda_{k}} \xi_{k}\left(e_{k}, h\right)_{H}\right)\right] \\
& =e^{i \tau(m, h)_{H}} \mathbb{E} \prod_{k=1}^{\infty} \exp \left(i \tau \sqrt{\lambda_{k}} \xi_{k}\left(e_{k}, h\right)_{H}\right) \\
& =e^{i \tau(m, h)_{H}} \lim _{n \rightarrow \infty} \mathbb{E} \prod_{k=1}^{n} \exp \left(i \tau \sqrt{\lambda_{k}} \xi_{k}\left(e_{k}, h\right)_{H}\right)
\end{aligned}
$$

Since $\xi_{k}$ are independent and $\xi_{k} \sim \mathcal{N}(0,1)$,

$$
\begin{aligned}
\varphi_{\mathcal{L}\left((\cdot, h)_{H}\right)}(\tau) & =e^{i \tau(m, h)_{H}} \lim _{n \rightarrow \infty} \prod_{k=1}^{n} \mathbb{E}\left[\exp \left(i \tau \sqrt{\lambda_{k}}\left(e_{k}, h\right)_{H} \xi_{k}\right)\right] \\
& =e^{i \tau(m, h)_{H}} \prod_{k=1}^{\infty} \exp \left(-\frac{1}{2} \lambda_{k}\left(e_{k}, h\right)_{H}^{2} \tau^{2}\right) \\
& =\exp \left(i \tau(m, h)_{H}-\frac{1}{2} \sum_{k=1}^{\infty} \lambda_{k}\left(e_{k}, h\right)_{H}^{2} \tau^{2}\right) \\
& =e^{i \tau(m, h)_{H}-\frac{1}{2} \tau^{2}(Q h, h)_{H}}
\end{aligned}
$$

Thus $\mathcal{L}\left((\cdot, h)_{H}\right)=\mathcal{N}\left((m, h)_{H},(Q h, h)_{H}\right)$. Hence $(\cdot, h)_{H}$ is a Gaussian random variable for all $h \in H$. Therefore $\mathcal{L}(X)$ is a Gaussian measure in $H$. Furthermore, for all $h \in H$

$$
\int_{H}(x, h)_{H} \mathcal{L}(X)(d x)=\int_{\Omega}(X, h)_{H} d \mathbb{P}=\left(\int_{\Omega} X d \mathbb{P}, h\right)_{H}=(\mathbb{E}(X), h)_{H}
$$

Since $\mathbb{E} X=m$, the mean of $\mathcal{L}(X)$ is $m$. Since for all $h_{1}, h_{2} \in H$

$$
\begin{aligned}
& \int_{H}\left(x, h_{1}\right)_{H}\left(x, h_{2}\right)_{H} \mathcal{L}(X)(d x)-\left(h_{1}, m\right)_{H}\left(h_{2}, m\right)_{H} \\
& =\int_{\Omega}\left(X, h_{1}\right)_{H}\left(X, h_{2}\right)_{H} d \mathbb{P}-\left(h_{1}, \mathbb{E}(X)\right)_{H}\left(h_{2}, \mathbb{E}(X)\right)_{H} \\
& =\int_{\Omega}\left(h_{1}, X-\mathbb{E}(X)\right)_{H}\left(h_{2}, X-\mathbb{E}(X)\right)_{H} d \mathbb{P} \\
& =\left(\operatorname{Cov}(X) h_{1}, h_{2}\right)_{H}
\end{aligned}
$$

and by Lebesgue's dominated convergence theorem,

$$
\begin{aligned}
\left(\operatorname{Cov}(X) h_{1}, h_{2}\right)_{H} & =\mathbb{E}\left(\sum_{k=1}^{\infty} \sqrt{\lambda_{k}} \xi_{k}\left(h_{1}, e_{k}\right)_{H} \sum_{k=1}^{\infty} \sqrt{\lambda_{k}} \xi_{k}\left(h_{2}, e_{k}\right)_{H}\right) \\
& =\sum_{k=1}^{\infty} \sum_{l=1}^{\infty} \sqrt{\lambda_{k}} \sqrt{\lambda_{l}}\left(h_{1}, e_{k}\right)_{H}\left(h_{2}, e_{l}\right)_{H} \mathbb{E}\left(\xi_{k} \xi_{l}\right) \\
& =\sum_{k=1}^{\infty} \lambda_{k}\left(h_{1}, e_{k}\right)_{H}\left(h_{2}, e_{k}\right)_{H} \\
& =\left(Q h_{1}, h_{2}\right)_{H},
\end{aligned}
$$

the covariance of $\mathcal{L}(X)$ is $Q$.
Remark 4.18 If $\mathcal{L}(X)$ is a Gaussian measure with mean $m$ and covariance $Q$, then $\mathbb{E} X=m$ and $\operatorname{Cov} X=Q$.

### 4.4 Stochastic Processes

Let $\left(E,\|\cdot\|_{E}\right)$ be a separable Banach space, $(\Omega, \mathcal{F}, \mathbb{P})$ a probability space and $I$ an interval in $\mathbb{R}$. A family $X=\{X(t)\}_{t \in I}$ of $E$-valued random variables defined on $\Omega$
is called a stochastic process. The definition of stochastic processes does not assume anything about the behaviour of processes with respect to the index $t$. However, it is appropriate to be interested in $X$ as a function of $t$, as well. We set $X(t, \omega):=$ $X(t)(\omega)$ for all $t \in I$ and $\omega \in \Omega$. The function $X(\cdot, \omega)$ for a fixed $\omega \in \Omega$ is called a trajectory of $X$. In the following definition it has been gathered some measurability and continuity properties of stochastic processes with respect to the index $t$.

Definition 4.19. Let $X$ be an $E$-valued stochastic process. Then
(i) $X$ is measurable if the mapping $X: I \times \Omega \rightarrow E$ is $\mathcal{B}(I) \times \mathcal{F}$-measurable,
(ii) $X$ is stochastically continuous at $t_{0} \in I$ if for all $\varepsilon>0$ and $\delta>0$ there exists $\rho>0$ such that

$$
\mathbb{P}\left(\left\|X(t)-X\left(t_{0}\right)\right\|_{E} \geq \varepsilon\right) \leq \delta
$$

for all $t \in\left[t_{0}-\rho, t_{0}+\rho\right] \cap I$,
(iii) $X$ is stochastically continuous on $I$ if it is stochastically continuous at every point in I,
(iv) $X$ is uniformly stochastically continuous on $I$ if for all $\varepsilon>0$ and $\delta>0$ there exists $\rho>0$ such that

$$
\mathbb{P}\left(\|X(t)-X(s)\|_{E} \geq \varepsilon\right) \leq \delta
$$

for all $s, t \in I$ such that $|t-s| \leq \rho$,
(v) $X$ is mean square continuous at $t_{0} \in I$ if

$$
\lim _{t \rightarrow t_{0}} \mathbb{E}\left\|X(t)-X\left(t_{0}\right)\right\|_{E}^{2}=0
$$

(vi) $X$ is mean square continuous on $I$ if it is mean square continuous at every point in I,
(vii) $X$ is continuous (with probability 1) if its trajectories $X(\cdot, \omega)$ are continuous for almost all $\omega \in \Omega$.

In the following lemma we show the relation between stochastically and mean square continuous processes.

Lemma 4.20. A mean square continuous process is stochastically continuous.

Proof. Let $X$ be mean square continuous on $I$ and $t_{0} \in I$. Let $\varepsilon>0$ and $\delta>0$. Then there exists $\rho>0$ such that $\mathbb{E}\left\|X(t)-X\left(t_{0}\right)\right\|_{E}^{2}<\varepsilon^{2} \delta$ for all $t \in\left[t_{0}-\rho, t_{0}+\rho\right] \cap I$. By Tšebyšev's inequality,

$$
\mathbb{P}\left(\left\|X(t)-X\left(t_{0}\right)\right\|_{E} \geq \varepsilon\right) \leq \frac{\mathbb{E}\left\|X(t)-X\left(t_{0}\right)\right\|_{E}^{2}}{\varepsilon^{2}}<\delta
$$

for all $t \in\left[t_{0}-\rho, t_{0}+\rho\right] \cap I$. Thus $X$ is stochastically continuous on $I$.

The stochastical continuity is uniform if the interval is compact.

Lemma 4.21. If $I$ is a compact interval, a stochastically continuous process on $I$ is uniformly stochastically continuous.

Proof. Let $X$ be a stochastically continuous process on $I$. Let $\varepsilon>0$ and $\delta>0$. Then for all $r \in I$ there exists a closed interval $\left[r-\rho_{r}, r+\rho_{r}\right]$ with $\rho_{r}>0$ such that

$$
\mathbb{P}\left(\|X(s)-X(r)\|_{E} \geq \frac{\varepsilon}{2}\right) \leq \frac{\delta}{2}
$$

for all $s \in\left[r-\rho_{r}, r+\rho_{r}\right] \cap I$. Consequently, for all $s, t \in\left[r-\rho_{r}, r+\rho_{r}\right] \cap I$

$$
\begin{aligned}
\mathbb{P}\left(\|X(s)-X(t)\|_{E} \geq \varepsilon\right) & \leq \mathbb{P}\left(\|X(s)-X(r)\|_{E} \geq \frac{\varepsilon}{2} \text { or }\|X(t)-X(r)\|_{E} \geq \frac{\varepsilon}{2}\right) \\
& \leq \frac{\delta}{2}+\frac{\delta}{2}=\delta
\end{aligned}
$$

Since the interval $I$ is compact, there exists a finite family of intervals $\left[r_{i}-\rho_{r_{i}} / 2, r_{i}+\right.$ $\rho_{r_{i}} / 2$ ] which covers $I$. The common $\rho$ is then $\min _{i}\left(\rho_{r_{i}} / 2\right)$.

A stochastic process $Y$ is called a modification or a version of $X$ if

$$
\mathbb{P}(\omega \in \Omega: X(t, \omega) \neq Y(t, \omega))=0
$$

for all $t \in I$. If $X$ is a stochastic process on $I$, then $X$ needs not to be measurable in the product space $I \times \Omega$. If $X$ is stochastically continuous on a compact interval, $X$ has a measurable modification. We use the notation $\Omega_{T}:=[0, T] \times \Omega$ for all $T>0$. We mark with $\mathbb{P}_{T}$ the product measure of the Lebesgue measures on $[0, T]$ with the probability measure $\mathbb{P}$ for all $T>0$.

Proposition 4.22. Let $X(t), t \in[0, T]$, be a stochastically continuous process. Then $X$ has a measurable modification.

Proof. A stochastically continuous process $X$ on $[0, T]$ is uniformly stochastically continuous by Lemma 4.21. Thus for each positive integer $m$ there exists a partition $0=t_{m, 0}<t_{m, 1}<\ldots<t_{m, n(m)}=T$ such that for all $t \in\left(t_{m, k}, t_{m, k+1}\right]$

$$
\mathbb{P}\left(\left\|X\left(t_{m, k}, \omega\right)-X(t, \omega)\right\|_{E} \geq 2^{-m}\right) \leq 2^{-m}
$$

if $k=0,1, \ldots, n(m)-1$. We define

$$
X_{m}(t, \omega):= \begin{cases}X(0, \omega) & \text { if } t=0 \\ X\left(t_{m, k}, \omega\right) & \text { if } t \in\left(t_{m, k}, t_{m, k+1}\right] \text { and } k \leq n(m)-1\end{cases}
$$

for all $t \in[0, T]$ and $\omega \in \Omega$. Since for all $B \in \mathcal{B}(E)$

$$
\left\{(t, \omega) \in \Omega_{T}: X_{m}(t, \omega) \in B\right\}=\{0\} \times C_{0} \cup \bigcup_{k=1}^{n(m)-1}\left(t_{m, k}, t_{m, k+1}\right] \times C_{k}
$$

where $C_{k} \in \mathcal{F}$ for all $k=0,1, \ldots, n(m)-1$, the process $X_{m}$ is measurable with respect to the $\sigma$-algebra $\mathcal{B}([0, T]) \times \mathcal{F}$. We denote by $A$ the set of all those $(t, \omega) \in \Omega_{T}$ for which the sequence $\left\{X_{m}(t, \omega)\right\}_{m=1}^{\infty}$ is convergent. Then $A \in \mathcal{B}([0, T]) \times \mathcal{F}$ since

$$
A=\bigcap_{k=1}^{\infty} \bigcup_{N=1}^{\infty} \bigcap_{m=N}^{\infty} \bigcap_{n=N}^{\infty}\left\{(t, \omega) \in \Omega_{T}:\left\|X_{m}(t, \omega)-X_{n}(t, \omega)\right\|_{E} \leq \frac{1}{k}\right\}
$$

Hence the process $Y$ defined by

$$
Y(t, \omega):=\lim _{m \rightarrow \infty} \chi_{A}(t, \omega) X_{m}(t, \omega)
$$

is $\mathcal{B}([0, T]) \times \mathcal{F}$-measurable since by Corollary B. 7 in a separable Banach space the weak measurability is equivalent to the measurability and therefore the limit of random variables is a random variable in a separable Banach space.

For a fixed $t \in[0, T]$ we denote

$$
B_{m}:=\left\{\omega \in \Omega:\left\|X_{m}(t, \omega)-X(t, \omega)\right\|_{E} \geq 2^{-m}\right\}
$$

Then $\mathbb{P}\left(B_{m}\right) \leq 2^{-m}$. Since

$$
\sum_{m=1}^{\infty} \mathbb{P}\left(B_{m}\right) \leq \sum_{m=1}^{\infty} 2^{-m}=1
$$

according to the Borel-Cantelli lemma $\mathbb{P}\left(\lim \sup B_{m}\right)=0$. Hence for almost all $\omega \in \Omega$ there exists $m(\omega)>0$ such that $\left\|X_{n}(t, \omega)-X(t, \omega)\right\|_{E}<2^{-n}$ for all $n \geq m(\omega)$. Therefore $\mathbb{P}_{T}(A)=1$ and $X_{n}(t, \omega)$ converges pointwise to $X(t, \omega)$ for all $t \in[0, T]$ and almost all $\omega \in \Omega$. Hence $X(t)=Y(t)$ almost surely for all $t \in[0, T]$ and the process $Y$ is the required modification.

### 4.4.1 Processes with Filtration

Let $I$ be an interval. A family $\left\{\mathcal{F}_{t}\right\}_{t \in I}$ of $\sigma$-algebras $\mathcal{F}_{t} \subseteq \mathcal{F}$ is called a filtration if $\mathcal{F}_{s} \subseteq \mathcal{F}_{t}$ for all $s, t \in I$ such that $s<t$. We denote by $\mathcal{F}_{t^{+}}$the intersection of all $\mathcal{F}_{s}$ where $s>t$, i.e.,

$$
\mathcal{F}_{t^{+}}:=\bigcap_{s>t} \mathcal{F}_{s} .
$$

Then $\mathcal{F}_{t^{+}}$is a $\sigma$-algebra for all $t \in I$. The family $\left\{\mathcal{F}_{t}\right\}_{t \in I}$ is said to be rightcontinuous if $\mathcal{F}_{t}=\mathcal{F}_{t^{+}}$for all $t \in I$. The filtration $\left\{\mathcal{F}_{t}\right\}_{t \in I}$ is called normal if it is right-continuous and $\mathcal{F}_{0}$ contains all $A \in \mathcal{F}$ such that $\mathbb{P}(A)=0$.

If the random variable $X(t)$ is $\mathcal{F}_{t}$-measurable for all $t \in I$, the process $X$ is said to be adapted (to the filtration $\left\{\mathcal{F}_{t}\right\}_{t \in I}$ ). If $X(t), t \in I$, is a stochastic process, the filtration $\left\{\mathcal{F}_{t}^{X}\right\}_{t \in I}$ generated by the process $X$ is defined by $\mathcal{F}_{t}^{X}:=\sigma(X(s), s \leq t)$ for all $t \in I$. Every process is adapted to the filtration generated by its own history.

We denote the collection of $\mathbb{P}$-null sets by

$$
\mathcal{N}^{\mathbb{P}}:=\{A \subseteq \Omega: \text { there exists } B \in \mathcal{F} \text { such that } A \subseteq B \text { and } \mathbb{P}(B)=0\}
$$

The augmentation $\left\{\mathcal{F}_{t}^{\mathbb{P}}\right\}_{t \in I}$ of the filtration $\left\{\mathcal{F}_{t}\right\}_{t \in I}$ is defined by $\mathcal{F}_{t}^{\mathbb{P}}:=\sigma\left(\mathcal{F}_{t} \cup \mathcal{N}^{\mathbb{P}}\right)$ for all $t \in I$. The augmentation is a filtration in $(\Omega, \mathcal{F}, \mathbb{P})$ if and only if the probability space $(\Omega, \mathcal{F}, \mathbb{P})$ is complete. In that case $\left\{\mathcal{F}_{t}^{\mathbb{P}}\right\}_{t \in I}$ is called the augmented filtration.

Let $T>0$ and $\left\{\mathcal{F}_{t}\right\}_{t \in[0, T]}$ be a filtration. We denote by $\mathcal{P}_{T}$ the $\sigma$-algebra on $\Omega_{T}$ generated by sets of the form

$$
\begin{cases}(s, t] \times F & \text { where } 0 \leq s<t \leq T \text { and } F \in \mathcal{F}_{s}  \tag{4.5}\\ \{0\} \times F & \text { where } F \in \mathcal{F}_{0}\end{cases}
$$

Then $\mathcal{P}_{T} \subset \mathcal{B}([0, T]) \times \mathcal{F}$. Hence $\left(\Omega_{T}, \mathcal{P}_{T}, \mathbb{P}_{T}\right)$ is a measure space. The $\sigma$-algebra $\mathcal{P}_{T}$ is said to be the predictable $\sigma$-algebra and its element are called the predictable sets.

Lemma 4.23. Let $T>0$ and $A$ be a predictable subset of $\Omega_{T}$. Then for all $\varepsilon>0$ there exists a finite union $\Gamma$ of disjoint sets of the form (4.5) such that

$$
\mathbb{P}_{T}((A \backslash \Gamma) \cup(\Gamma \backslash A))<\varepsilon
$$

Proof. Let $\mathcal{K}$ denote the family of all finite unions of disjoint sets of the form (4.5). Then $\mathcal{K}$ is closed under finite unions and intersections and the complement since

$$
\begin{aligned}
& \left(\left(s_{1}, t_{1}\right] \times F_{1}\right) \cap\left(\left(s_{2}, t_{2}\right] \times F_{2}\right) \\
& = \begin{cases}\left(s_{1} \vee s_{2}, t_{1} \wedge t_{2}\right] \times\left(F_{1} \cap F_{2}\right) & \text { if } s_{1} \vee s_{2} \leq t_{1} \wedge t_{2} \\
\emptyset & \text { if } s_{1} \vee s_{2}>t_{1} \wedge t_{2}\end{cases}
\end{aligned}
$$

for $s_{1}<s_{2}$

$$
\begin{aligned}
& \left(\left(s_{1}, t_{1}\right] \times F_{1}\right) \cup\left(\left(s_{2}, t_{2}\right] \times F_{2}\right) \\
& = \begin{cases}\left(\left(s_{1}, t_{1}\right] \times F_{1}\right) \cup\left(\left(s_{2}, t_{2}\right] \times F_{2}\right) & \text { if } t_{1} \leq s_{2} \\
\left(\left(s_{1}, s_{2}\right] \times F_{1}\right) \cup\left(\left(s_{2}, t_{1}\right] \times F_{1} \cup F_{2}\right) \cup\left(\left(t_{1}, t_{2}\right] \times F_{2}\right) & \text { if } s_{2}<t_{1} \leq t_{2}, \\
\left(\left(s_{1}, s_{2}\right] \times F_{1}\right) \cup\left(\left(s_{2}, t_{2}\right] \times F_{1} \cup F_{2}\right) \cup\left(\left(t_{2}, t_{1}\right] \times F_{1}\right) & \text { if } s_{2}<t_{2}<t_{1}\end{cases}
\end{aligned}
$$

and

$$
((s, t] \times F)^{c}=(\{0\} \times \Omega) \cup((0, s] \times \Omega) \cup((s, t] \times(\Omega \backslash F)) \cup((t, T] \times \Omega)
$$

Thus $\mathcal{K}$ is a $\pi$-system. Let $\mathcal{G}$ be the family of such $A \in \mathcal{P}_{T}$ that for all $\varepsilon>0$ there exists $\Gamma \in \mathcal{K}$ such that $\mathbb{P}_{T}((A \backslash \Gamma) \cup(\Gamma \backslash A))<\varepsilon$. Then $\mathcal{K} \subset \mathcal{G}$. Let $A \in \mathcal{G}$ and $\varepsilon>0$. Then there exists $\Gamma \in \mathcal{K}$ such that $\mathbb{P}_{T}((A \backslash \Gamma) \cup(\Gamma \backslash A))<\varepsilon$. Thus $\mathbb{P}_{T}\left(\left(A^{c} \backslash \Gamma^{c}\right) \cup\left(\Gamma^{c} \backslash A^{c}\right)\right)<\varepsilon$ since

$$
(A \backslash \Gamma) \cup(\Gamma \backslash A)=\left(A \cap \Gamma^{c}\right) \cup\left(\Gamma \cap A^{c}\right)=\left(\Gamma^{c} \backslash A^{c}\right) \cup\left(A^{c} \backslash \Gamma^{c}\right)
$$

Hence $A^{c} \in \mathcal{G}$ because $\Gamma^{c} \in \mathcal{K}$. Let $A_{i} \in \mathcal{G}$ for all $i \in \mathbb{N}$ be such that $A_{i} \cap A_{j}=\emptyset$ for all $i \neq j$ and $\varepsilon>0$. Then there exist $\Gamma_{i} \in \mathcal{K}$ for all $i \in \mathbb{N}$ such that

$$
\mathbb{P}_{T}\left(\left(A_{i} \backslash \Gamma_{i}\right) \cup\left(\Gamma_{i} \backslash A_{i}\right)\right)<\frac{\varepsilon}{2^{i+1}}
$$

Let $m \in \mathbb{N}$ be such that

$$
\sum_{i=m+1}^{\infty} \mathbb{P}_{T}\left(A_{i}\right)<\frac{\varepsilon}{2}
$$

Then $\cup_{i=1}^{m} \Gamma_{i} \in \mathcal{K}$,

$$
\begin{aligned}
& \left(\bigcup_{i=1}^{\infty} A_{i}\right) \backslash\left(\bigcup_{i=1}^{m} \Gamma_{i}\right) \bigcup\left(\bigcup_{i=1}^{m} \Gamma_{i}\right) \backslash\left(\bigcup_{i=1}^{\infty} A_{i}\right) \\
& \subset\left[\left(\bigcup_{i=1}^{m} A_{i}\right) \backslash\left(\bigcup_{i=1}^{m} \Gamma_{i}\right) \bigcup\left(\bigcup_{i=1}^{m} \Gamma_{i}\right) \backslash\left(\bigcup_{i=1}^{m} A_{i}\right)\right] \bigcup\left(\bigcup_{i=m+1}^{\infty} A_{i}\right)
\end{aligned}
$$

and

$$
\left(\bigcup_{i=1}^{m} A_{i}\right) \backslash\left(\bigcup_{i=1}^{m} \Gamma_{i}\right)=\bigcup_{i=1}^{m}\left(A_{i} \cap\left(\bigcap_{i=1}^{m} \Gamma_{i}^{c}\right)\right) \subset \bigcup_{i=1}^{m} A_{i} \cap \Gamma_{i}^{c}=\bigcup_{i=1}^{m} A_{i} \backslash \Gamma_{i}
$$

Thus

$$
\begin{aligned}
& \mathbb{P}_{T}\left(\left(\bigcup_{i=1}^{m} A_{i}\right) \backslash\left(\bigcup_{i=1}^{m} \Gamma_{i}\right) \bigcup\left(\bigcup_{i=1}^{m} \Gamma_{i}\right) \backslash\left(\bigcup_{i=1}^{m} A_{i}\right)\right) \\
& \leq \mathbb{P}_{T}\left(\bigcup_{i=1}^{m}\left(A_{i} \backslash \Gamma_{i}\right) \cup\left(\Gamma_{i} \backslash A_{i}\right)\right) \\
& \leq \sum_{i=1}^{m} \mathbb{P}_{T}\left(\left(A_{i} \backslash \Gamma_{i}\right) \cup\left(\Gamma_{i} \backslash A_{i}\right)\right) \\
& <\sum_{i=1}^{m} \frac{\varepsilon}{2^{i+1}}<\frac{\varepsilon}{2}
\end{aligned}
$$

Hence

$$
\mathbb{P}_{T}\left(\left(\bigcup_{i=1}^{\infty} A_{i}\right) \backslash\left(\bigcup_{i=1}^{m} \Gamma_{i}\right) \bigcup\left(\bigcup_{i=1}^{m} \Gamma_{i}\right) \backslash\left(\bigcup_{i=1}^{\infty} A_{i}\right)\right)<\varepsilon .
$$

Therefore $\cup_{i=1}^{\infty} A_{i} \in \mathcal{G}$. Thus $\mathcal{G}=\sigma(\mathcal{K})=\mathcal{P}_{T}$ by Proposition 4.1.

A measurable function from $\left(\Omega_{T}, \mathcal{P}_{T}, \mathbb{P}_{T}\right)$ to $(E, \mathcal{B}(E))$ is called a predictable process. A predictable process is necessarily an adapted one.

Proposition 4.24. Let $X$ be an adapted stochastically continuous process on the interval $[0, T]$. Then the process $X$ has a predictable version on $[0, T]$.

Proof. The proof is exactly the same as the one of Proposition 4.22. Since $X$ is adapted, $X_{m}$ is predictable. Hence the set $A$ is a predictable set and the process $Y$ is predictable.

A $E$-valued stochastic process $X(t), t \in[0, T]$, taking only a finite number of values is said to be elementary if there exist a sequence $0=t_{0}<t_{1}<\ldots<t_{k}=T$ and a sequence $\left\{X_{m}\right\}_{m=0}^{k-1}$ of $E$-valued simple random variables such that $X_{m}$ is $\mathcal{F}_{t_{m}}$ measurable and $X(t)=X_{m}$ if $t \in\left(t_{m}, t_{m+1}\right]$ for all $m=0,1, \ldots, k-1$. Elementary processes are a simple example of predictable processes. Actually, predictable processes can be approximated by elementary processes if they are integrable.

Proposition 4.25. Let $X(t), t \in[0, T]$, be an $E$-valued predictable process. If

$$
\begin{equation*}
\mathbb{E} \int_{0}^{T}\|X(t)\|_{E} d t<\infty \tag{4.6}
\end{equation*}
$$

there exists a sequence $\left\{X_{n}\right\}_{n=1}^{\infty}$ of elementary processes such that

$$
\mathbb{E} \int_{0}^{T}\left\|X(t)-X_{n}(t)\right\|_{E} d t \longrightarrow 0
$$

as $n \rightarrow \infty$.

Proof. Let $X$ be an $E$-valued predictable process satisfying Condition (4.6). Then by the Fubini theorem $X \in L^{1}\left(\Omega_{T}, \mathcal{P}_{T}, \mathbb{P}_{T} ; E\right)$. According to Theorem B. 12 there exists a sequence $\left\{X_{n}\right\}_{n=1}^{\infty}$ of simple $E$-valued predictable processes such that

$$
\int_{\Omega_{T}}\left\|X(t, \omega)-X_{n}(t, \omega)\right\|_{E} \mathbb{P}_{T}(d t, d \omega)=\mathbb{E} \int_{0}^{T}\left\|X(t)-X_{n}(t)\right\|_{E} d t \longrightarrow 0
$$

as $n \rightarrow \infty$. Since $X_{n}$ is a simple $E$-valued $\mathcal{P}_{T}$-measurable function, it is of the form

$$
X_{n}(t, \omega)=\sum_{l=1}^{m_{n}} X_{n}^{l} \chi_{A_{n}^{l}}(t, \omega)
$$

for all $(t, \omega) \in \Omega_{T}$ where $m_{n} \in \mathbb{N}$ and $X_{n}^{l} \in E$ and $A_{n}^{l} \in \mathcal{P}_{T}$ for all $l=1, \ldots, m_{n}$ and $A_{n}^{i} \cap A_{n}^{j}=\emptyset$ if $i \neq j$. We denote $C:=\sum_{l=1}^{m_{n}}\left\|X_{n}^{l}\right\|_{E}$. According to Lemma 4.23 for all $l=1, \ldots, m_{n}$ there exists a finite union $\Gamma_{n}^{l}$ of disjoint sets of the form (4.5) such that

$$
\mathbb{P}_{T}\left(\left(A_{n}^{l} \backslash \Gamma_{n}^{l}\right) \cup\left(\Gamma_{n}^{l} \backslash A_{n}^{l}\right)\right)<\frac{1}{n C m_{n}}
$$

Then

$$
Y_{n}(t, \omega):=\sum_{l=1}^{m_{n}} X_{n}^{l} \chi_{\Gamma_{n}^{l}}(t, \omega)
$$

for all $(t, \omega) \in \Omega_{T}$ is an elementary process and

$$
\begin{aligned}
\mathbb{E} \int_{0}^{T}\left\|X_{n}(t, \omega)-Y_{n}(t, \omega)\right\|_{E} d t & \leq C \mathbb{P}_{T}\left(\bigcup_{l=1}^{m_{n}}\left(A_{n}^{l} \backslash \Gamma_{n}^{l}\right) \cup\left(\Gamma_{n}^{l} \backslash A_{n}^{l}\right)\right) \\
& \leq C \sum_{l=1}^{m_{n}} \mathbb{P}_{T}\left(\left(A_{n}^{l} \backslash \Gamma_{n}^{l}\right) \cup\left(\Gamma_{n}^{l} \backslash A_{n}^{l}\right)\right)<\frac{1}{n}
\end{aligned}
$$

Thus $\left\{Y_{n}\right\}_{n=1}^{\infty}$ is a sequence of elementary processes such that for every $\varepsilon>0$

$$
\left\|X-Y_{n}\right\|_{L^{1}\left(\Omega_{T}, \mathcal{P}_{T}, \mathbb{P}_{T} ; E\right)} \leq\left\|X-X_{n}\right\|_{L^{1}\left(\Omega_{T}, \mathcal{P}_{T}, \mathbb{P}_{T} ; E\right)}+\left\|X_{n}-Y_{n}\right\|_{L^{1}\left(\Omega_{T}, \mathcal{P}_{T}, \mathbb{P}_{T} ; E\right)}<\varepsilon
$$

if $n \in \mathbb{N}$ is so large that $\left\|X-X_{n}\right\|_{L^{1}\left(\Omega_{T}, \mathcal{P}_{T}, \mathbb{P}_{T} ; E\right)}<\varepsilon / 2$ and $n \geq 2 / \varepsilon$.

The integral of an integrable predictable process has a predictable version.
Lemma 4.26. If $X \in L^{1}\left(\Omega_{T}, \mathcal{P}_{T}, \mathbb{P}_{T} ; E\right)$, the process

$$
Y(t):= \begin{cases}\int_{0}^{t} X(s) d s & \text { if } \int_{0}^{t}\|X(s)\|_{E} d s<\infty \\ 0 & \text { if } \int_{0}^{t}\|X(s)\|_{E} d s=\infty\end{cases}
$$

on $[0, T]$ is continuous and has a predictable version.

Proof. Since $X \in L^{1}\left(\Omega_{T}, \mathcal{P}_{T}, \mathbb{P}_{T} ; E\right)$, the trajectories of $X$ are Bochner integrable almost surely. Hence $Y(t)=\int_{0}^{t} X(s) d s$ almost surely and $Y(t)$ is $\mathcal{F}_{t}$-measurable for all $t \in[0, T]$. Since for all $0 \leq s<t \leq T$

$$
\|Y(t)-Y(s)\|_{E}=\left\|\int_{0}^{t} X(r) d r-\int_{0}^{s} X(r) d r\right\|_{E} \leq \int_{0}^{T} \chi_{[s, t]}(r)\|X(r)\|_{E} d r
$$

almost surely and $X \in L^{1}\left(\Omega_{T}, \mathcal{P}_{T}, \mathbb{P}_{T} ; E\right)$, the process $Y$ is continuous by Lebesgue's dominated convergence theorem. Furthermore, by Lebesgue's dominated convergence theorem for all $0 \leq s<t \leq T$

$$
\mathbb{E}\|Y(t)-Y(s)\|_{E} \leq \mathbb{E} \int_{0}^{T} \chi_{[s, t]}(r)\|X(r)\|_{E} d r \longrightarrow 0
$$

as $|t-s| \rightarrow 0$. Thus for all $\varepsilon>0$ and $\delta>0$ there exists $\rho>0$ such that $\mathbb{E} \| Y(t)-$ $Y(s) \|_{E} \leq \varepsilon \delta$ if $|t-s| \leq \rho$. Hence

$$
\mathbb{P}\left(\|Y(t)-Y(s)\|_{E} \geq \varepsilon\right) \leq \frac{\mathbb{E}\|Y(t)-Y(s)\|_{E}}{\varepsilon} \leq \delta
$$

if $|t-s| \leq \rho$. Therefore $Y$ is stochastically continuous. By Proposition 4.24 the process $Y(t)$ has a predictable version.

In future if $X \in L^{1}\left(\Omega_{T}, \mathcal{P}_{T}, \mathbb{P}_{T} ; E\right)$, we denote the integral process by $\int_{0}^{t} X(s) d s$, $0 \leq t \leq T$, even though in a set of probability zero its value is zero.

### 4.4.2 Martingales

If $\mathbb{E}\|X(t)\|_{E}<\infty$ for all $t \in I$, the process $X(t)$ is called integrable. Let $\left\{\mathcal{F}_{t}\right\}_{t \in I}$ be a filtration. An integrable adapted $E$-valued process $X(t), t \in I$, is said to be a martingale if

$$
\begin{equation*}
\mathbb{E}\left(X(t) \mid \mathcal{F}_{s}\right)=X(s) \tag{4.7}
\end{equation*}
$$

almost surely for all $s, t \in I$ such that $s \leq t$. A real valued integrable adapted process $X(t), t \in I$, is said to be a submartingale if

$$
\mathbb{E}\left(X(t) \mid \mathcal{F}_{s}\right) \geq X(s)
$$

almost surely for all $s, t \in I$ such that $s \leq t$.
Proposition 4.27. Let $I=[0, T]$ for some $T>0$.
(i) If $M(t), t \in I$, is a martingale, $\|M(t)\|_{E}, t \in I$, is a submartingale.
(ii) If $M(t), t \in I$, is a martingale, $g$ is an increasing convex function from $[0, \infty)$ to $[0, \infty)$ and $\mathbb{E}\left[g\left(\|M(t)\|_{E}\right)\right]<\infty$ for all $t \in I$, then $g\left(\|M(t)\|_{E}\right), t \in I$, is a submartingale.

Proof. (i) Let $M$ be a martingale and $s, t \in I$ such that $s<t$. Then according to Theorem 4.9,

$$
\|M(s)\|_{E}=\left\|\mathbb{E}\left(M(t) \mid \mathcal{F}_{s}\right)\right\|_{E} \leq \mathbb{E}\left(\|M(t)\|_{E} \mid \mathcal{F}_{s}\right)
$$

almost surely. Hence $\|M(t)\|_{E}, t \in I$, is a submartingale.
(ii) Since $M$ is a martingale, $\|M(t)\|_{E}, t \in I$, is a submartingale by the statement (i). Since $g$ is increasing,

$$
g\left(\|M(s)\|_{E}\right) \leq g\left(\mathbb{E}\left[\|M(t)\|_{E} \mid \mathcal{F}_{s}\right]\right)
$$

almost surely for all $s<t$. Since $g$ is convex and $\mathbb{E}\left[g\left(\|M(t)\|_{E}\right)\right]<\infty$ for all $t \in I$,

$$
g\left(\|M(s)\|_{E}\right) \leq \mathbb{E}\left[g\left(\|M(t)\|_{E}\right) \mid \mathcal{F}_{s}\right]
$$

almost surely for all $s<t$ [53, Theorem 9.7]. Hence $g\left(\|M(t)\|_{E}\right), t \in I$, is a submartingale.

We need the maximal inequality for real valued submartingales.
Theorem 4.28. [20, Theorem 1.3.8] Let $X(t), t \in I$, be a real valued continuous submartingale. If $X(t)$ is non-negative for all $t \in I$ and $p>1$,

$$
\mathbb{E}\left(\sup _{t \in I}(X(t))^{p}\right) \leq\left(\frac{p}{p-1}\right)^{p} \sup _{t \in I} \mathbb{E}(X(t))^{p}
$$

As an immediate consequence of Proposition 4.27 and Theorem 4.28 we have the following corollary.

Corollary 4.29. Let $M(t), t \in I$, be an E-valued continuous martingale. If $p>1$,

$$
\mathbb{E}\left(\sup _{t \in I}\|M(t)\|_{E}^{p}\right) \leq\left(\frac{p}{p-1}\right)^{p} \sup _{t \in I} \mathbb{E}\|M(t)\|_{E}^{p}
$$

If $M(t), t \in[0, T]$, is an $E$-valued continuous martingale and $\mathbb{E}\|M(t)\|_{E}^{p}<\infty$ for all $t \in[0, T]$,

$$
\sup _{t \in[0, T]} \mathbb{E}\|M(t)\|_{E}^{p}=\mathbb{E}\|M(T)\|_{E}^{p}
$$

for all $p>1$ by Theorem 4.9 and Proposition 4.27.
Theorem 4.30. Let us denote by $\mathcal{M}_{T}^{2}(E)$ the vector space of $E$-valued continuous square integrable martingales on $[0, T]$. Then $\mathcal{M}_{T}^{2}(E)$ equipped with the norm

$$
\|M\|_{\mathcal{M}_{T}^{2}(E)}:=\left(\mathbb{E} \sup _{t \in[0, T]}\|M(t)\|_{E}^{2}\right)^{\frac{1}{2}}
$$

for all $M \in \mathcal{M}_{T}^{2}(E)$ is a Banach space.

Proof. If $M \in \mathcal{M}_{T}^{2}(E)$,

$$
\|M\|_{\mathcal{M}_{T}^{2}(E)}^{2}=\mathbb{E} \sup _{t \in[0, T]}\|M(t)\|_{E}^{2} \leq 4 \sup _{t \in[0, T]} \mathbb{E}\|M(t)\|_{E}^{2}=4 \mathbb{E}\|M(T)\|_{E}^{2}<\infty
$$

by Theorem 4.9, Proposition 4.27 and Corollary 4.29. Since for all $M \in \mathcal{M}_{T}^{2}(E)$

$$
\|M\|_{\mathcal{M}_{T}^{2}(E)}=\left(\mathbb{E}\left(\sup _{t \in[0, T]}\|M(t)\|_{E}\right)^{2}\right)^{\frac{1}{2}}=\| \| M\left\|_{L^{\infty}(0, T ; E)}\right\|_{L^{2}(\Omega, \mathcal{F}, \mathbb{P} ; \mathbb{R})}
$$

$\|\cdot\|_{\mathcal{M}_{T}^{2}(E)}$ is a norm. Hence $\mathcal{M}_{T}^{2}(E)$ is a norm space.

To prove the completeness we assume that $\left\{M_{n}\right\}_{n=1}^{\infty}$ is a Cauchy sequence in $\mathcal{M}_{T}^{2}(E)$, i.e.,

$$
\mathbb{E}\left(\sup _{t \in[0, T]}\left\|M_{n}(t)-M_{m}(t)\right\|_{E}^{2}\right) \longrightarrow 0
$$

as $m, n \rightarrow \infty$. Since

$$
c^{2} \mathbb{P}\left(\sup _{t \in[0, T]}\left\|M_{n}(t)-M_{m}(t)\right\|_{E} \geq c\right) \leq \mathbb{E}\left(\sup _{t \in[0, T]}\left\|M_{n}(t)-M_{m}(t)\right\|_{E}^{2}\right)
$$

one can find a subsequence $\left\{M_{n_{k}}\right\}_{k=1}^{\infty}$ such that

$$
\mathbb{P}\left(\sup _{t \in[0, T]}\left\|M_{n_{k+1}}(t)-M_{n_{k}}(t)\right\|_{E} \geq 2^{-k}\right) \leq 2^{-k}
$$

We denote

$$
A_{k}:=\left\{\omega \in \Omega: \sup _{t \in[0, T]}\left\|M_{n_{k+1}}(t)-M_{n_{k}}(t)\right\|_{E} \geq 2^{-k}\right\}
$$

Then $\mathbb{P}\left(A_{k}\right) \leq 2^{-k}$. Since

$$
\sum_{k=1}^{\infty} \mathbb{P}\left(A_{k}\right) \leq \sum_{k=1}^{\infty} 2^{-k}=1
$$

according to the Borel-Cantelli lemma $\mathbb{P}\left(\lim \sup A_{k}\right)=0$. Thus for almost all $\omega \in \Omega$ there exists $l(\omega) \in \mathbb{N}$ such that $\omega \notin A_{k}$, i.e.,

$$
\sup _{t \in[0, T]}\left\|M_{n_{k+1}}(t)-M_{n_{k}}(t)\right\|_{E}<2^{-k}
$$

for all $k \geq l(\omega)$. Hence

$$
\begin{aligned}
\sup _{t \in[0, T]}\left\|M_{n_{j}}(t)-M_{n_{k}}(t)\right\|_{E} & \leq \sum_{i=k}^{j-1} \sup _{t \in[0, T]}\left\|M_{n_{i+1}}(t)-M_{n_{i}}(t)\right\|_{E} \\
& <\sum_{i=k}^{j-1} 2^{-i} \leq \sum_{i=k}^{\infty} 2^{-i}=2^{-k+1}
\end{aligned}
$$

for all $j \geq k \geq l(\omega)$ for almost all $\omega \in \Omega$. Thus $\left\{M_{n_{k}}(\cdot, \omega)\right\}_{k=1}^{\infty}$ is a Cauchy sequence in $L^{\infty}(0, T ; E)$ for almost all $\omega \in \Omega$. Therefore for almost all $\omega \in \Omega$ there exists $M(\cdot, \omega) \in L^{\infty}(0, T ; E)$ such that $M_{n_{k}}(\cdot, \omega) \rightarrow M(\cdot, \omega)$ in $L^{\infty}(0, T ; E)$ as $k \rightarrow \infty$. Since $M_{n_{k}}$ is continuous for all $k \in \mathbb{N}$ and the convergence is uniform, $M$ is continuous.

Let $t \in[0, T]$ be fixed. Then

$$
\mathbb{E}\left\|M_{n_{k}}(t)-M_{n_{l}}(t)\right\|_{E}^{2} \leq \mathbb{E}\left(\sup _{t \in[0, T]}\left\|M_{n_{k}}(t)-M_{n_{l}}(t)\right\|_{E}^{2}\right) \longrightarrow 0
$$

as $k, l \rightarrow \infty$. Thus $\left\{M_{n_{k}}(t)\right\}_{k=1}^{\infty}$ is a Cauchy sequence in $L^{2}(\Omega, \mathcal{F}, \mathbb{P} ; E)$ for all $t \in[0, T]$. Therefore for all $t \in[0, T]$ there exists $N(t) \in L^{2}(\Omega, \mathcal{F}, \mathbb{P} ; E)$ such that
$M_{n_{k}}(t) \rightarrow N(t)$ in $L^{2}(\Omega, \mathcal{F}, \mathbb{P} ; E)$ as $k \rightarrow \infty$. By Theorem B. 16 for all $t \in[0, T]$ there exists a subsequence $\left\{M_{n_{k_{l}}}(t, \omega)\right\}_{l=1}^{\infty}$ which converges pointwise to $N(t, \omega)$ for almost all $\omega \in \Omega$. Since $M_{n_{k}}(\cdot, \omega) \rightarrow M(\cdot, \omega)$ in $L^{\infty}(0, T ; E)$ as $k \rightarrow \infty$ for almost all $\omega \in \Omega$ and $M_{n_{k}}$ and $M$ are continuous, $M_{n_{k}}(t, \omega)$ converges pointwise to $M(t, \omega)$ for all $t \in[0, T]$ and almost all $\omega \in \Omega$. Hence $N(t, \omega)=M(t, \omega)$ for all $t \in[0, T]$ and almost all $\omega \in \Omega$. Thus $M$ is square integrable.

If $0 \leq s \leq t \leq T$, then $\mathbb{E}\left(M_{n_{k}}(t) \mid \mathcal{F}_{s}\right)=M_{n_{k}}(s)$ almost surely for all $k \in \mathbb{N}$. By Theorem 4.9 for all $0 \leq s \leq t \leq T$

$$
\left\|\mathbb{E}\left(M_{n_{k}}(t)-M(t) \mid \mathcal{F}_{s}\right)\right\|_{E} \leq \mathbb{E}\left(\left\|M_{n_{k}}(t)-M(t)\right\|_{E} \mid \mathcal{F}_{s}\right)
$$

almost surely. Thus for all $t \in[0, T]$ and $s \leq t$

$$
\begin{aligned}
\int_{\Omega}\left\|\mathbb{E}\left(M_{n_{k}}(t)-M(t) \mid \mathcal{F}_{s}\right)\right\|_{E} d \mathbb{P} & \leq \int_{\Omega} \mathbb{E}\left(\left\|M_{n_{k}}(t)-M(t)\right\|_{E} \mid \mathcal{F}_{s}\right) d \mathbb{P} \\
& =\int_{\Omega}\left\|M_{n_{k}}(t)-M(t)\right\|_{E} d \mathbb{P} \\
& \leq\left(\mathbb{E}\left\|M_{n_{k}}(t)-M(t)\right\|_{E}^{2}\right)^{\frac{1}{2}} \longrightarrow 0
\end{aligned}
$$

as $k \rightarrow \infty$. Hence $\mathbb{E}\left(M_{n_{k}}(t) \mid \mathcal{F}_{s}\right) \rightarrow \mathbb{E}\left(M(t) \mid \mathcal{F}_{s}\right)$ in $L^{1}(\Omega, \mathcal{F}, \mathbb{P} ; E)$ as $k \rightarrow \infty$ for all $0 \leq s \leq t \leq T$. Thus by Theorem B. 16 for all $0 \leq s \leq t \leq T$ there exists a subsequence $\left\{M_{n_{k_{l}}}(t)\right\}_{l=1}^{\infty}$ such that $\mathbb{E}\left(M_{n_{k_{l}}}(t) \mid \mathcal{F}_{s}\right)$ converges pointwise to $\mathbb{E}\left(M(t) \mid \mathcal{F}_{s}\right)$ almost surely. Then

$$
\mathbb{E}\left(M(t) \mid \mathcal{F}_{s}\right)=\lim _{l \rightarrow \infty} \mathbb{E}\left(M_{n_{k_{l}}}(t) \mid \mathcal{F}_{s}\right)=\lim _{l \rightarrow \infty} M_{n_{k_{l}}}(s)=M(s)
$$

almost surely for all $0 \leq s \leq t \leq T$. Hence $M$ is a martingale. Therefore $M \in$ $\mathcal{M}_{T}^{2}(E)$.

Since $M_{n_{k}}$ converges pointwise to $M$ for all $0 \leq t \leq T$ almost surely, by Fatou's lemma,

$$
\begin{aligned}
\left\|M_{n_{k}}-M\right\|_{\mathcal{M}_{T}^{2}(E)}^{2} & =\mathbb{E}\left(\sup _{t \in[0, T]}\left\|M_{n_{k}}(t)-M(t)\right\|_{E}^{2}\right) \\
& =\mathbb{E}\left(\lim _{l \rightarrow \infty} \sup _{t \in[0, T]}\left\|M_{n_{k}}(t)-M_{n_{l}}(t)\right\|_{E}^{2}\right) \\
& \leq \liminf _{l \rightarrow \infty}\left\|M_{n_{k}}-M_{n_{l}}\right\|_{\mathcal{M}_{T}^{2}(E)}^{2}<\varepsilon
\end{aligned}
$$

for $k \in \mathbb{N}$ large enough. Thus $M_{n_{k}} \rightarrow M$ in $\mathcal{M}_{T}^{2}(E)$ as $k \rightarrow \infty$ and hence $\mathcal{M}_{T}^{2}(E)$ is complete.

### 4.4.3 Hilbert Space Valued Wiener Processes

Let $\left(H,(\cdot, \cdot)_{H}\right)$ be a real separable Hilbert space and $Q \in B(H)$ a positive selfadjoint trace class operator with $\operatorname{Ker} Q=\{0\}$. Then there exist an orthonormal basis $\left\{e_{k}\right\}_{k=1}^{\infty}$ in $H$ and a bounded sequence $\left\{\lambda_{k}\right\}_{k=1}^{\infty}$ of positive numbers such that $Q e_{k}=\lambda_{k} e_{k}$ for all $k \in \mathbb{N}$ since $Q$ is compact by Proposition D. 9 [14, Theorem 5.1, Observation 6.1.b, pp. 113-116].

Definition 4.31. An $H$-valued stochastic process $W(t), t \geq 0$, is called a $Q$-Wiener process if
(i) $W(0)=0$,
(ii) $W$ is continuous,
(iii) $W$ has independent increments, i.e., $W(u)-W(t)$ and $W(s)-W(r)$ are independent for all $0 \leq r<s \leq t<u<\infty$ and
(iv) $\mathcal{L}(W(t)-W(s))=\mathcal{N}(0,(t-s) Q)$ for all $0 \leq s<t<\infty$.

If a process $W(t), t \in[0, T]$, satisfies (i)-(ii) and (iii)-(iv) for $r, s, t, u \in[0, T]$, then $W$ is a $Q$-Wiener process on $[0, T]$.

Let $\left(E,\|\cdot\|_{E}\right)$ be a real Banach space. An $E$-valued stochastic process $X$ on $I$ is said to be Gaussian if for any $n \in \mathbb{N}$ and for all $t_{1}, t_{2}, \ldots, t_{n} \in I$ the $E^{n}$-valued random variable $\left(X\left(t_{1}\right), X\left(t_{2}\right), \ldots, X\left(t_{n}\right)\right)$ is Gaussian.

Proposition 4.32. Let $W$ be a $Q$-Wiener process. Then $W$ is a Gaussian process on $H$ such that $\mathbb{E} W(t)=0$ and $\operatorname{Cov}(W(t))=t Q$ for all $t \geq 0$. Furthermore, $W$ has the expansion

$$
\begin{equation*}
W(t)=\sum_{k=1}^{\infty} \sqrt{\lambda_{k}} \beta_{k}(t) e_{k} \tag{4.8}
\end{equation*}
$$

for each $t \geq 0$ where

$$
\beta_{k}(t):=\frac{1}{\sqrt{\lambda_{k}}}\left(W(t), e_{k}\right)_{H}
$$

for all $k \in \mathbb{N}$ and $t \geq 0$ are mutually independent real valued Wiener processes on $(\Omega, \mathcal{F}, \mathbb{P})$ and the series on the right hand side of (4.8) converges in $L^{2}(\Omega, \mathcal{F}, \mathbb{P} ; H)$.

Proof. Let $W$ be a $Q$-Wiener process. We want to show that for all $t_{1}, \ldots, t_{n} \in[0, \infty)$ the $H^{n}$-valued random variable $\left(W\left(t_{1}\right), \ldots, W\left(t_{n}\right)\right)$ is Gaussian. Thus we need to prove that

$$
Z:=\left(\left(W\left(t_{1}\right), \ldots, W\left(t_{n}\right)\right),\left(h_{1}, \ldots, h_{n}\right)\right)_{H^{n}}:=\sum_{i=1}^{n}\left(W\left(t_{i}\right), h_{i}\right)_{H}
$$

is a real valued Gaussian random variable for all $h_{1}, \ldots, h_{n} \in H$. We may assume that $0<t_{1}<\ldots<t_{n}<\infty$. Then

$$
Z=\left(W\left(t_{1}\right), \sum_{i=1}^{n} h_{i}\right)_{H}+\sum_{i=2}^{n}\left(W\left(t_{i}\right)-W\left(t_{i-1}\right), \sum_{j=i}^{n} h_{j}\right)_{H}
$$

Since $W$ has independent increments, $W\left(t_{1}\right)$ and $W\left(t_{i}\right)-W\left(t_{i-1}\right)$ for $i=2, \ldots, n$ are mutually independent Gaussian random variables. Hence $\left(W\left(t_{1}\right), \sum_{i=1}^{n} h_{i}\right)_{H}$ and $\left(W\left(t_{i}\right)-W\left(t_{i-1}\right), \sum_{j=i}^{n} h_{j}\right)_{H}$ for $i=2, \ldots, n$ are mutually independent real Gaussian random variables. Thus $Z$ is Gaussian and therefore $W$ is a Gaussian process. Additionally, $\mathbb{E} W(t)=0$ and $\operatorname{Cov}(W(t))=t Q$ for all $t \geq 0$ by Remark 4.18 and the conditions (i) and (iv) in Definition 4.31.

By the definition $\beta_{k}(t), t \geq 0$, is a real valued Gaussian process for every $k \in \mathbb{N}[21$, Theorem A.5]. In addition, $\beta_{k}(t), t \geq 0$, satisfies the conditions (i)-(iii) in Definition 4.31. Let $0<s<t$. Since the Wiener process has independent increments,

$$
\begin{aligned}
& \mathbb{E}\left(\beta_{k}(t) \beta_{l}(s)\right) \\
& =\frac{1}{\sqrt{\lambda_{k} \lambda_{l}}} \mathbb{E}\left(W(t), e_{k}\right)_{H}\left(W(s), e_{l}\right)_{H} \\
& =\frac{1}{\sqrt{\lambda_{k} \lambda_{l}}}\left[\mathbb{E}\left(W(t)-W(s), e_{k}\right)_{H}\left(W(s), e_{l}\right)_{H}+\mathbb{E}\left(W(s), e_{k}\right)_{H}\left(W(s), e_{l}\right)_{H}\right] \\
& =\frac{1}{\sqrt{\lambda_{k} \lambda_{l}}}\left[\mathbb{E}\left(W(t)-W(s), e_{k}\right)_{H} \mathbb{E}\left(W(s), e_{l}\right)_{H}+\mathbb{E}\left(W(s), e_{k}\right)_{H}\left(W(s), e_{l}\right)_{H}\right] \\
& =\frac{s}{\sqrt{\lambda_{k} \lambda_{l}}}\left(Q e_{k}, e_{l}\right)_{H}=s \sqrt{\frac{\lambda_{k}}{\lambda_{l}}} \delta_{k l}=s \delta_{k l}
\end{aligned}
$$

for all $k, l \in \mathbb{N}$. Since $\beta_{k}(t), t \geq 0$, is Gaussian for all $k \in \mathbb{N}$, the calculation above implies that they are mutually independent. Furthermore, the covariance of $\beta_{k}(t)-\beta_{k}(s)$ is $t-s$ for all $k \in \mathbb{N}$ and $0 \leq s<t$. Hence $\beta_{k}(t), t \geq 0$, is a real valued Wiener process. For $m, n \in \mathbb{N}$ such that $m>n$

$$
\begin{aligned}
\mathbb{E}\left\|\sum_{k=n+1}^{m} \sqrt{\lambda_{k}} \beta_{k}(t) e_{k}\right\|_{H}^{2} & =\mathbb{E}\left(\sum_{k=n+1}^{m} \lambda_{k} \beta_{k}^{2}(t)\right)=\sum_{k=n+1}^{m} \lambda_{k} \mathbb{E}\left(\beta_{k}^{2}(t)\right) \\
& =t \sum_{k=n+1}^{m} \lambda_{k} \longrightarrow 0
\end{aligned}
$$

as $m, n \rightarrow \infty$ since $\operatorname{Tr} Q=\sum_{k=1}^{\infty} \lambda_{k}<\infty$ by Proposition D.14. Therefore the series on the right hand side of (4.8) converges in $L^{2}(\Omega, \mathcal{F}, \mathbb{P} ; H)$. The set $\left\{e_{k}\right\}_{k=1}^{\infty}$ is an orthonormal basis in $H$. Thus

$$
W(t)=\sum_{j=1}^{\infty} \sqrt{\lambda_{j}} \beta_{j}(t) e_{j}
$$

for all $t \geq 0$.

Some basic properties of $Q$-Wiener processes has been gathered in the following lemma.

Lemma 4.33. Let $W$ be a $Q$-Wiener process. Then
(i) $\mathbb{E}\|W(t)-W(s)\|_{H}^{2}=(t-s) \operatorname{Tr} Q$,
(ii) $\mathbb{E}\|W(t)-W(s)\|_{H}^{4} \leq 3(\operatorname{Tr} Q)^{2}(t-s)^{2}$
for all $0 \leq s<t<\infty$.

Proof. (i) Since $\operatorname{Cov}(W(t)-W(s))=(t-s) Q$ for all $0 \leq s<t<\infty$, by Lebesgue's monotone convergence theorem,

$$
\begin{aligned}
\mathbb{E}\|W(t)-W(s)\|_{H}^{2} & =\mathbb{E} \sum_{k=1}^{\infty}\left(W(t)-W(s), e_{k}\right)_{H}^{2}=\sum_{k=1}^{\infty} \mathbb{E}\left(W(t)-W(s), e_{k}\right)_{H}^{2} \\
& =\sum_{k=1}^{\infty}\left((t-s) Q e_{k}, e_{k}\right)_{H}=(t-s) \operatorname{Tr} Q
\end{aligned}
$$

for all $0 \leq s<t<\infty$.
(ii) By Proposition 4.32 for all $k \in \mathbb{N}$

$$
\beta_{k}(t):=\frac{1}{\sqrt{\lambda_{k}}}\left(W(t), e_{k}\right)_{H}
$$

are mutually independent real valued Wiener processes on $[0, \infty)$. Then for all $0 \leq s<t<\infty$

$$
\begin{aligned}
& \mathbb{E}\|W(t)-W(s)\|_{H}^{4} \\
& =\mathbb{E}\left(\sum_{k=1}^{\infty}\left(W(t)-W(s), e_{k}\right)_{H}^{2}\right)^{2}=\mathbb{E}\left(\sum_{k=1}^{\infty} \lambda_{k}\left(\beta_{k}(t)-\beta_{k}(s)\right)^{2}\right)^{2} \\
& =\mathbb{E} \sum_{k=1}^{\infty} \lambda_{k}^{2}\left(\beta_{k}(t)-\beta_{k}(s)\right)^{4}+2 \mathbb{E} \sum_{k=1}^{\infty} \sum_{l<k} \lambda_{k} \lambda_{l}\left(\beta_{k}(t)-\beta_{k}(s)\right)^{2}\left(\beta_{l}(t)-\beta_{l}(s)\right)^{2} .
\end{aligned}
$$

Since $\beta_{k}(t)-\beta_{k}(s) \sim \mathcal{N}(0, t-s)$ and $\beta_{k}(t)-\beta_{k}(s)$ and $\beta_{l}(t)-\beta_{l}(s)$ are independent, $\mathbb{E}\left(\beta_{k}(t)-\beta_{k}(s)\right)^{4}=3(t-s)^{2}$ and

$$
\mathbb{E}\left(\beta_{k}(t)-\beta_{k}(s)\right)^{2}\left(\beta_{l}(t)-\beta_{l}(s)\right)^{2}=\mathbb{E}\left(\beta_{k}(t)-\beta_{k}(s)\right)^{2} \mathbb{E}\left(\beta_{l}(t)-\beta_{l}(s)\right)^{2}=(t-s)^{2}
$$

for all $k \neq l$ and $0 \leq s<t<\infty$. Thus by Lebesgue's monotone convergence theorem,

$$
\begin{aligned}
\mathbb{E}\|W(t)-W(s)\|_{H}^{4} & =3(t-s)^{2} \sum_{k=1}^{\infty} \lambda_{k}^{2}+2(t-s)^{2} \sum_{k=1}^{\infty} \sum_{l<k} \lambda_{k} \lambda_{l} \\
& =2(t-s)^{2} \sum_{k=1}^{\infty} \lambda_{k}^{2}+(t-s)^{2}\left(\sum_{k=1}^{\infty} \lambda_{k}\right)^{2} \\
& \leq 3(t-s)^{2}\left(\sum_{k=1}^{\infty} \lambda_{k}\right)^{2}=3(t-s)^{2}(\operatorname{Tr} Q)^{2}
\end{aligned}
$$

for all $0 \leq s<t<\infty$.

Let $\left\{\mathcal{F}_{t}\right\}_{t \geq 0}$ be a filtration and $W$ a $Q$-Wiener process. We say that $W$ is a $Q$ Wiener process with respect to the filtration $\left\{\mathcal{F}_{t}\right\}_{t \geq 0}$ if $W(t)$ is $\mathcal{F}_{t}$-measurable and $W(t+h)-W(t)$ is independent of $\mathcal{F}_{t}$ for all $t \geq 0$ and $h>0$. In that case $W$ is a martingale because by Theorem 4.9,

$$
\begin{aligned}
\mathbb{E}\left(W(t) \mid \mathcal{F}_{s}\right) & =\mathbb{E}\left(W(t)-W(s) \mid \mathcal{F}_{s}\right)+\mathbb{E}\left(W(s) \mid \mathcal{F}_{s}\right) \\
& =\mathbb{E}(W(t)-W(s))+W(s)=W(s)
\end{aligned}
$$

almost surely for all $0 \leq s<t<\infty$. Let $\left\{\mathcal{F}_{t}^{W}\right\}_{t \geq 0}$ be the filtration generated by the Wiener process $W$, i.e., $\mathcal{F}_{t}^{W}=\sigma(W(s), s \leq t)$ for all $t \geq 0$. Since $W$ is a $Q$-Wiener process with respect to the filtration $\left\{\mathcal{F}_{t}^{W}\right\}_{t \geq 0}$, then $W$ is a martingale with respect to its own history.

Let $I$ be an interval. We denote all functions from $I$ to $H$ by $F(I, H)$. Let $\mathcal{F}(I, H)$ be the $\sigma$-algebra generated by set of the form

$$
\begin{equation*}
\left\{f \in F(I, H): f\left(t_{1}\right) \in A_{1}, \ldots, f\left(t_{n}\right) \in A_{n}\right\} \tag{4.9}
\end{equation*}
$$

where $n \in \mathbb{N}$ and $t_{i} \in I$ and $A_{i} \in \mathcal{B}(H)$ for $i=1, \ldots, n$. If $\{X(t)\}_{t \in I}$ is an $H$-valued stochastic process, $X(\cdot, \omega)$ belongs to $F(I, H)$ for all $\omega \in \Omega$ and $X:(\Omega, \mathcal{F}, \mathbb{P}) \rightarrow$ $(F(I, H), \mathcal{F}(I, H))$ is measurable. We want to prove that the augmentation of the filtration generated by a Wiener process is right-continuous. We need the following lemma.

Lemma 4.34. Let $t>0$ and $\{Y(s)\}_{s \in[0, t]}$ be an $H$-valued stochastic process. $A$ random variable $X: \Omega \rightarrow \mathbb{R}$ is $\sigma(Y(s), s \leq t)$-measurable if and only if $X=g(Y)$ where $g$ is $\mathcal{F}([0, t], H)$-measurable function from $F([0, t], H)$ to $\mathbb{R}$.

Proof. " $\Leftarrow$ " The statement is obvious.
$" \Rightarrow$ " It is enough to prove that if $X: \Omega \rightarrow \mathbb{R}$ is a bounded $\sigma(Y(s), s \leq t)$-measurable function, there exists a bounded $\mathcal{F}([0, t], H)$-measurable function $g$ from $F([0, t], H)$ to $\mathbb{R}$ such that $X=g(Y)$. We define $\mathcal{H}$ to be the set of all bounded random variables $X: \Omega \rightarrow \mathbb{R}$ such that $X=g(Y)$ for some bounded $\mathcal{F}([0, t], H)$-measurable function. Then $\mathcal{H}$ is a vector space and the constant function 1 belongs to $\mathcal{H}$. Let $\left\{X_{n}\right\}_{n=1}^{\infty}$ be a sequence of non-negative random variables in $\mathcal{H}$ such that $X_{n}$ increases monotonically pointwise to $X$ and $X$ is bounded, i.e., $0 \leq X \leq M$ for some $M>0$. Then for all $n \in \mathbb{N}$ there exists a bounded $\mathcal{F}([0, t], H)$-measurable function $g_{n}$ such that $X_{n}=g_{n}(Y)$. We denote $g:=\chi_{A} \lim \sup _{n \rightarrow \infty} g_{n}$ where $A:=$ $\left\{\limsup _{n \rightarrow \infty} g_{n} \in[0, M]\right\}$. Then $g$ is a bounded $\mathcal{F}([0, t], H)$-measurable function and $X=g(Y)$. Hence $X$ belongs to $\mathcal{H}$. We define $\mathcal{I}$ to be the set of all sets of form $\left\{\omega: Y\left(t_{1}\right) \in A_{1}, \ldots, Y\left(t_{n}\right) \in A_{n}\right\}$ where $n \in \mathbb{N}$ and $0 \leq t_{i} \leq t$ and $A_{i} \in \mathcal{B}(H)$ for all $i=1, \ldots, n$. Then $\mathcal{I}$ is a $\pi$-system and $\sigma(\mathcal{I})=\sigma(Y(s), s \leq t)$. Furthermore,

$$
\chi_{\left\{\omega \in \Omega: Y\left(t_{1}\right) \in A_{1}, \ldots, Y\left(t_{n}\right) \in A_{n}\right\}}=\chi_{\left\{f \in F([0, t], H): f\left(t_{1}\right) \in A_{1}, \ldots, f\left(t_{n}\right) \in A_{n}\right\}}(Y)
$$

for all $n \in \mathbb{N}$ and $0 \leq t_{i} \leq t$ and $A_{i} \in \mathcal{B}(H)$ for $i=1, \ldots, n$. Therefore $\chi_{B} \in \mathcal{H}$ for all $B \in \mathcal{I}$. By the monotone class theorem $\mathcal{H}$ contains every bounded $\sigma(Y(s), s \leq t)$ measurable random variable.

Proposition 4.35. If $W$ is a $Q$-Wiener process, the augmentation $\left\{\mathcal{F}_{t}^{W, \mathbb{P}}\right\}_{t \geq 0}$ of the filtration $\left\{\mathcal{F}_{t}^{W}\right\}_{t \geq 0}$ is right-continuous. If, in addition, $(\Omega, \mathcal{F}, \mathbb{P})$ is a complete probability space, the augmented filtration $\left\{\mathcal{F}_{t}^{W, \mathbb{P}}\right\}_{t \geq 0}$ is normal.

Proof. Since $W$ is a Wiener process with respect to its own history $\left\{\mathcal{F}_{t}^{W}\right\}_{t \geq 0}$, it is a Wiener process with respect to the augmented filtration $\left\{\mathcal{F}_{t}^{W, \mathbb{P}}\right\}_{t \geq 0}$. Let $s<t$. Then for all $h \in H$

$$
\begin{aligned}
\mathbb{E}\left(e^{i(W(t), h)_{H}} \mid \mathcal{F}_{s}^{W, \mathbb{P}}\right) & =e^{i(W(s), h)_{H} \mathbb{E}}\left(e^{i(W(t)-W(s), h)_{H}} \mid \mathcal{F}_{s}^{W, \mathbb{P}}\right) \\
& =e^{i(W(s), h)_{H} \mathbb{E}\left(e^{i(W(t)-W(s), h)_{H}}\right)} \\
& =e^{i(W(s), h)_{H}-\frac{1}{2}(t-s)(Q h, h)_{H}}
\end{aligned}
$$

almost surely. Let $\varepsilon$ be such that $0<\varepsilon<t-s$. Then

$$
\begin{aligned}
\mathbb{E}\left(e^{i(W(t), h)_{H} \mid \mathcal{F}_{s^{+}}^{W, \mathbb{P}}}\right) & =\mathbb{E}\left(\mathbb { E } \left(e^{\left.\left.i(W(t), h)_{H} \mid \mathcal{F}_{s+\varepsilon}^{W, \mathbb{P}}\right) \mid \mathcal{F}_{s^{+}}^{W, \mathbb{P}}\right)}\right.\right. \\
& =\mathbb{E}\left(\left.e^{i(W(s+\varepsilon), h)_{H}-\frac{1}{2}(t-s-\varepsilon)(Q h, h)_{H}} \right\rvert\, \mathcal{F}_{s^{+}}^{W, \mathbb{P}}\right)
\end{aligned}
$$

for all $h \in H$ almost surely. By passing to the limit $\varepsilon \rightarrow 0$

$$
\mathbb{E}\left(e^{i(W(t), h)_{H}} \mid \mathcal{F}_{s^{+}}^{W, \mathbb{P}}\right)=e^{i(W(s), h)_{H}-\frac{1}{2}(t-s)(Q h, h)_{H}}
$$

for all $h \in H$ almost surely since $W$ is continuous and $Q$ is positive [53, Theorem 9.7]. Furthermore,

$$
\begin{aligned}
\mathbb{E}\left(e^{i(W(t), h)_{H}} \mid W(s)\right) & =e^{i(W(s), h)_{H} \mathbb{E}}\left(e^{i(W(t)-W(s), h)_{H}} \mid W(s)\right) \\
& =e^{i(W(s), h)_{H} \mathbb{E}}\left(e^{i(W(t)-W(s), h)_{H}}\right) \\
& =e^{i(W(s), h)_{H}-\frac{1}{2}(t-s)(Q h, h)_{H}}
\end{aligned}
$$

for all $h \in H$ almost surely. Thus

$$
\mathbb{E}\left(e^{i(W(t), h)_{H}} \mid W(s)\right)=\mathbb{E}\left(e^{i(W(t), h)_{H}} \mid \mathcal{F}_{s}^{W, \mathbb{P}}\right)=\mathbb{E}\left(e^{i(W(t), h)_{H}} \mid \mathcal{F}_{s^{+}}^{W, \mathbb{P}}\right)
$$

for all $h \in H$ almost surely. Therefore according to Corollary 4.14,

$$
E(f(W(t)) \mid W(s))=\mathbb{E}\left(f(W(t)) \mid \mathcal{F}_{s}^{W, \mathbb{P}}\right)=\mathbb{E}\left(f(W(t)) \mid \mathcal{F}_{s^{+}}^{W, \mathbb{P}}\right)
$$

for all bounded measurable functions $f$ from $H$ to $\mathbb{R}$ almost surely since

$$
e^{i(W(s), h)_{H}-\frac{1}{2}(t-s)(Q h, h)_{H}}=\int_{H} e^{i(x, h)_{H}} \mathcal{N}(W(s),(t-s) Q)(d x)
$$

for all $h \in H$. Let $s<t_{1}<t_{2}$ and $f_{1}, f_{2}: H \rightarrow \mathbb{R}$ be bounded measurable functions. Then

$$
\begin{aligned}
\mathbb{E}\left(f_{1}\left(W\left(t_{1}\right)\right) f_{2}\left(W\left(t_{2}\right)\right) \mid \mathcal{F}_{s}^{W, \mathbb{P}}\right) & =\mathbb{E}\left(f_{1}\left(W\left(t_{1}\right)\right) \mathbb{E}\left[f_{2}\left(W\left(t_{2}\right)\right) \mid \mathcal{F}_{t_{1}}^{W, \mathbb{P}}\right] \mid \mathcal{F}_{s}^{W, \mathbb{P}}\right) \\
& =\mathbb{E}\left(f_{1}\left(W\left(t_{1}\right)\right) \mathbb{E}\left[f_{2}\left(W\left(t_{2}\right)\right) \mid W\left(t_{1}\right)\right] \mid \mathcal{F}_{s}^{W, \mathbb{P}}\right) \\
& =\mathbb{E}\left(f_{1}\left(W\left(t_{1}\right)\right) \mathbb{E}\left[f_{2}\left(W\left(t_{2}\right)\right) \mid W\left(t_{1}\right)\right] \mid \mathcal{F}_{s^{+}}^{W, \mathbb{P}}\right) \\
& =\mathbb{E}\left(f_{1}\left(W\left(t_{1}\right)\right) \mathbb{E}\left[f_{2}\left(W\left(t_{2}\right)\right) \mid \mathcal{F}_{t_{1}}^{W, \mathbb{P}}\right] \mid \mathcal{F}_{s^{+}}^{W, \mathbb{P}}\right) \\
& =\mathbb{E}\left(f_{1}\left(W\left(t_{1}\right)\right) f_{2}\left(W\left(t_{2}\right)\right) \mid \mathcal{F}_{s^{+}}^{W, \mathbb{P}}\right)
\end{aligned}
$$

almost surely because there exists a bounded measurable function $f$ from $H$ to $\mathbb{R}$ such that $\mathbb{E}\left[f_{2}\left(W\left(t_{2}\right)\right) \mid W\left(t_{1}\right)\right]=f\left(W\left(t_{1}\right)\right)[53$, Lemma A3.2]. By induction,

$$
\begin{equation*}
\mathbb{E}\left(\prod_{i=1}^{n} f_{i}\left(W\left(t_{i}\right)\right) \mid \mathcal{F}_{s}^{W, \mathbb{P}}\right)=\mathbb{E}\left(\prod_{i=1}^{n} f_{i}\left(W\left(t_{i}\right)\right) \mid \mathcal{F}_{s^{+}}^{W, \mathbb{P}}\right) \tag{4.10}
\end{equation*}
$$

almost surely where $n \in \mathbb{N}$ and $0 \leq t_{i}<\infty$ and $f_{i}$ are bounded measurable functions from $H$ to $\mathbb{R}$ for $i=1, \ldots, n$.

We define $\mathcal{H}$ to be the set of all bounded functions $g$ from $F([0, \infty), H)$ to $\mathbb{R}$ such that

$$
\mathbb{E}\left(g(W) \mid \mathcal{F}_{s}^{W, \mathbb{P}}\right)=\mathbb{E}\left(g(W) \mid \mathcal{F}_{s^{+}}^{W, \mathbb{P}}\right)
$$

almost surely. Then $\mathcal{H}$ is a vector space and the constant function 1 is an element of $\mathcal{H}$. Furthermore if $\left\{g_{n}\right\}_{n=1}^{\infty}$ is a sequence of non-negative functions in $\mathcal{H}$ such that $g_{n}$ increases monotonically pointwise to $g$ and $g$ is bounded, $g$ belongs to $\mathcal{H}$ [53,

Theorem 9.7]. Let $\mathcal{I}$ be the set of all sets of the form (4.9) where $I=[0, \infty)$. Then $\mathcal{I}$ is a $\pi$-system. Since

$$
\chi_{\left\{f \in F([0, \infty), H): f\left(t_{1}\right) \in A_{1}, \ldots, f\left(t_{n}\right) \in A_{n}\right\}}(W)=\prod_{i=1}^{n} \chi_{A_{i}}\left(W\left(t_{i}\right)\right)
$$

when $n \in \mathbb{N}$ and $0 \leq t_{i}<\infty$ and $A_{i} \in \mathcal{B}(H)$ for $i=1, \ldots, n$, by Formula (4.10) the characteristic functions of all sets in $\mathcal{I}$ belong to $\mathcal{H}$. According to the monotone class theorem $\mathcal{H}$ contains every bounded $\mathcal{F}([0, \infty), H)$-measurable functions from $F([0, \infty), H)$ to $\mathbb{R}$. Hence

$$
\mathbb{E}\left(g(W) \mid \mathcal{F}_{s}^{W, \mathbb{P}}\right)=\mathbb{E}\left(g(W) \mid \mathcal{F}_{s^{+}}^{W, \mathbb{P}}\right)
$$

almost surely for all bounded $\mathcal{F}([0, \infty), H)$-measurable functions $g$ from $F([0, \infty), H)$ to $\mathbb{R}$.

Let $s<t$. According to Lemma 4.34,

$$
\mathbb{E}\left(X \mid \mathcal{F}_{s}^{W, \mathbb{P}}\right)=\mathbb{E}\left(X \mid \mathcal{F}_{s^{+}}^{W, \mathbb{P}}\right)
$$

almost surely for every bounded $\mathcal{F}_{t}^{W, \mathbb{P}}$-measurable function $X: \Omega \rightarrow \mathbb{R}$ and hence for every $\mathcal{F}_{t}^{W, \mathbb{P}}$-measurable function $X: \Omega \rightarrow \mathbb{R}[53$, Theorem 9.7]. Let $X: \Omega \rightarrow \mathbb{R}$ be an $\mathcal{F}_{s^{+}}^{W, \mathbb{P}^{-}}$-measurable function. Then $\mathbb{E}\left(X \mid \mathcal{F}_{s}^{W, \mathbb{P}}\right)=X$ almost surely. Since $\mathcal{F}_{s}^{W, \mathbb{P}}$ is a complete $\sigma$-algebra, $X$ is $\mathcal{F}_{s}^{W, \mathbb{P}}$-measurable. Consequently, $\mathcal{F}_{s^{+}}^{W, \mathbb{P}} \subseteq \mathcal{F}_{s}^{W, \mathbb{P}}$. The reverse inclusion $\mathcal{F}_{s}^{W, \mathbb{P}} \subseteq \mathcal{F}_{s^{+}}^{W, \mathbb{P}}$ is obvious. Hence $\mathcal{F}_{s}^{W, \mathbb{P}}=\mathcal{F}_{s^{+}}^{W, \mathbb{P}}$ for all $s \geq 0$.

If $(\Omega, \mathcal{F}, \mathbb{P})$ is complete, $\left\{\mathcal{F}_{t}^{W, \mathbb{P}}\right\}_{t \geq 0}$ is a filtration. Since $\mathcal{F}_{0}^{W, \mathbb{P}}$ contains all $A \in \mathcal{F}$ such that $\mathbb{P}(A)=0$, the right-continuity assures the normality.

The version in $\mathbb{R}$ of the previous proposition can be found from the book of Liptser and Shiryayev [27].

### 4.5 The Stochastic Integral

Let $\left(H,(\cdot, \cdot)_{H}\right)$ and $\left(U,(\cdot, \cdot)_{U}\right)$ be real separable Hilbert spaces and $Q \in B(U)$ a positive self-adjoint trace class operator with $\operatorname{Ker} Q=\{0\}$. Then there exist a complete orthonormal system $\left\{e_{k}\right\}_{k=1}^{\infty}$ in $U$ and a bounded sequence $\left\{\lambda_{k}\right\}_{k=1}^{\infty}$ of positive numbers such that $Q e_{k}=\lambda_{k} e_{k}$ for all $k \in \mathbb{N}$ since $Q$ is compact by Proposition D. 9 [14, Theorem 5.1, Observation 6.1.b, pp. 113-116]. We introduce the subspace $U_{0}:=Q^{1 / 2}(U)$ of $U$, which endowed with the inner product

$$
(u, v)_{U_{0}}:=\sum_{k=1}^{\infty} \frac{1}{\lambda_{k}}\left(u, e_{k}\right)_{U}\left(v, e_{k}\right)_{U}=\left(Q^{-1 / 2} u, Q^{-1 / 2} v\right)_{U}
$$

is a Hilbert space. Then $\left\{g_{k}\right\}_{k=1}^{\infty}$ where $g_{k}:=\sqrt{\lambda_{k}} e_{k}$ for all $k \in \mathbb{N}$ is an orthonormal basis in $U_{0}$. In the construction of the stochastic integral an important rôle is played by the space $B_{2}\left(U_{0}, H\right)$ of Hilbert-Schmidt operators from $U_{0}$ to $H$. Let $\left\{f_{k}\right\}_{k=1}^{\infty}$
be an orthonormal basis in $H$. The space $B_{2}\left(U_{0}, H\right)$ is a separable Hilbert space equipped with the norm

$$
\begin{aligned}
\|\Psi\|_{B_{2}\left(U_{0}, H\right)}^{2} & =\sum_{k=1}^{\infty}\left\|\Psi g_{k}\right\|_{H}^{2}=\sum_{k=1}^{\infty}\left\|\Psi Q^{1 / 2} e_{k}\right\|_{H}^{2}=\left\|\Psi Q^{1 / 2}\right\|_{B_{2}(U, H)}^{2} \\
& =\left\|Q^{1 / 2} \Psi^{*}\right\|_{B_{2}(H, U)}^{2}=\sum_{k=1}^{\infty}\left\|Q^{1 / 2} \Psi^{*} f_{k}\right\|_{U}^{2} \\
& =\sum_{k=1}^{\infty}\left(\Psi Q \Psi^{*} f_{k}, f_{k}\right)_{H}=\operatorname{Tr}\left[\Psi Q \Psi^{*}\right]
\end{aligned}
$$

for all $\Psi \in B_{2}\left(U_{0}, H\right)$. Clearly, $B(U, H) \subset B_{2}\left(U_{0}, H\right)$ but not all operators in $B_{2}\left(U_{0}, H\right)$ can be regarded as restrictions of operators in $B(U, H)$. The space $B_{2}\left(U_{0}, H\right)$ contains genuinely unbounded operators on $U$.

Let $W(t), t \in[0, T]$, be a $Q$-Wiener process in a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ with values in $U$ with respect to a normal filtration $\left\{\mathcal{F}_{t}\right\}_{t \in[0, T]}$ for a fixed $T>0$. Let $\Phi(t), t \in[0, T]$, be a $B(U, H)$-valued elementary process, i.e., there exist a sequence $0=t_{0}<t_{1}<\ldots<t_{k}=T$ and a sequence $\left\{\Phi_{m}\right\}_{m=0}^{k-1}$ of $B(U, H)$-valued simple random variables such that $\Phi_{m}$ is $\mathcal{F}_{t_{m}}$-measurable and $\Phi(t)=\Phi_{m}$ if $t \in\left(t_{m}, t_{m+1}\right]$ for all $m=0,1, \ldots, k-1$. We define the stochastic integral for elementary processes $\Phi$ by the formula

$$
\int_{0}^{t} \Phi(s) d W(s):=\sum_{m=0}^{k-1} \Phi_{m}\left(W\left(t_{m+1} \wedge t\right)-W\left(t_{m} \wedge t\right)\right)
$$

and denote the stochastic integral by $\Phi \cdot W(t), t \in[0, T]$. Let $\Phi(t), t \in[0, T]$, be a $B_{2}\left(U_{0}, H\right)$-valued stochastic process. We define the norms

$$
\|\Phi\|_{t}:=\left(\mathbb{E} \int_{0}^{t}\|\Phi(s)\|_{B_{2}\left(U_{0}, H\right)}^{2} d s\right)^{\frac{1}{2}}=\left(\mathbb{E} \int_{0}^{t} \operatorname{Tr}\left(\Phi(s) Q \Phi^{*}(s)\right) d s\right)^{\frac{1}{2}}
$$

for all $t \in[0, T]$. If $\Phi$ is an elementary process, $\|\Phi\|_{t}<\infty$ for all $t \in[0, T]$.
Proposition 4.36. If $\Phi$ is an elementary process, the stochastic process $\Phi \cdot W$ is a continuous square integrable $H$-valued martingale on $[0, T]$ and

$$
\begin{equation*}
\mathbb{E}\|\Phi \cdot W(t)\|^{2}=\|\Phi\|_{t}^{2} \tag{4.11}
\end{equation*}
$$

for all $0 \leq t \leq T$. Furthermore, $\mathbb{E}(\Phi \cdot W(t))=0$ for all $0 \leq t \leq T$.

Proof. Since $W(t)$ is a continuous square integrable $U$-valued martingale and $\Phi$ is a $B(U, H)$-valued elementary process,

$$
\Phi \cdot W(t)=\sum_{m=0}^{k-1} \Phi_{m}\left(W\left(t_{m+1} \wedge t\right)-W\left(t_{m} \wedge t\right)\right)
$$

is a continuous $H$-valued adapted process on $[0, T]$. Since $\Phi_{m}$ is a simple $\mathcal{F}_{t_{m}}$ measurable random variable, also $\Phi_{m}^{*}$ is for all $m=0, \ldots, k-1$. Hence $\Phi_{m}^{*} h$ is a simple $\mathcal{F}_{t_{m}}$-measurable random variable for all $h \in H$ and $m=0, \ldots, k-1$. Since
$W(t)-W\left(t_{m}\right)$ is independent of $\mathcal{F}_{t_{m}}$ for all $t \geq t_{m}$, by Theorem 4.9 and Proposition 4.10,

$$
\begin{aligned}
\left(\mathbb{E}\left(\Phi_{m}\left(W(t)-W\left(t_{m}\right)\right) \mid \mathcal{F}_{t_{m}}\right), h\right)_{H} & =\mathbb{E}\left(\left(\Phi_{m}\left(W(t)-W\left(t_{m}\right)\right), h\right)_{H} \mid \mathcal{F}_{t_{m}}\right) \\
& =\mathbb{E}\left(\left(W(t)-W\left(t_{m}\right), \Phi_{m}^{*} h\right)_{H} \mid \mathcal{F}_{t_{m}}\right)=0
\end{aligned}
$$

almost surely for all $h \in H$ and $m=0, \ldots, k-1$. Hence

$$
\mathbb{E}\left[\Phi_{m}\left(W(t)-W\left(t_{m}\right)\right)\right]=\mathbb{E}\left[\mathbb{E}\left(\Phi_{m}\left(W(t)-W\left(t_{m}\right)\right) \mid \mathcal{F}_{m}\right)\right]=0
$$

for all $t \geq t_{m}$ and $m=0, \ldots, k-1$ and therefore $\mathbb{E}(\Phi \cdot W(t))=0$ for all $0 \leq t \leq T$.
Let $s \leq t_{m}<t$. Then

$$
\mathbb{E}\left(\Phi_{m}\left(W(t)-W\left(t_{m}\right)\right) \mid \mathcal{F}_{s}\right)=\mathbb{E}\left(\mathbb{E}\left(\Phi_{m}\left(W(t)-W\left(t_{m}\right)\right) \mid \mathcal{F}_{t_{m}}\right) \mid \mathcal{F}_{s}\right)=0
$$

almost surely. If $t_{m}<t \leq s$, according to the measurability

$$
\mathbb{E}\left(\Phi_{m}\left(W(t)-W\left(t_{m}\right)\right) \mid \mathcal{F}_{s}\right)=\Phi_{m}\left(W(t)-W\left(t_{m}\right)\right)
$$

almost surely. If $t_{m}<s<t$,

$$
\begin{aligned}
& \mathbb{E}\left(\Phi_{m}\left(W(t)-W\left(t_{m}\right)\right) \mid \mathcal{F}_{s}\right) \\
& =\mathbb{E}\left(\Phi_{m}(W(t)-W(s)) \mid \mathcal{F}_{s}\right)+\mathbb{E}\left(\Phi_{m}\left(W(s)-W\left(t_{m}\right)\right) \mid \mathcal{F}_{s}\right) \\
& =\Phi_{m}\left(W(s)-W\left(t_{m}\right)\right)
\end{aligned}
$$

almost surely. Hence $\mathbb{E}\left(\Phi \cdot W(t) \mid \mathcal{F}_{s}\right)=\Phi \cdot W(s)$ almost surely for all $0 \leq s<t \leq T$, i.e., $\Phi \cdot W(t)$ is a martingale on $[0, T]$.

We still have to prove that $\Phi \cdot W(t)$ is square integrable. Let $t_{m}<t \leq t_{m+1}$. We denote

$$
\left\{\begin{array}{l}
\zeta_{j}:=W\left(t_{j+1}\right)-W\left(t_{j}\right), \quad j=0, \ldots, m-1 \\
\zeta_{m}:=W(t)-W\left(t_{m}\right)
\end{array}\right.
$$

Then

$$
\mathbb{E}\|\Phi \cdot W(t)\|_{H}^{2}=\mathbb{E}\left\|\sum_{j=1}^{m} \Phi_{j} \zeta_{j}\right\|_{H}^{2}=\mathbb{E} \sum_{j=1}^{m}\left\|\Phi_{j} \zeta_{j}\right\|_{H}^{2}+2 \mathbb{E} \sum_{i<j=1}^{m}\left(\Phi_{i} \zeta_{i}, \Phi_{j} \zeta_{j}\right)_{H}
$$

Since $\zeta_{j}$ is independent of $\mathcal{F}_{t_{j}}$ and $\Phi_{j}^{*} h$ is $\mathcal{F}_{t_{j}}$-measurable for all $h \in H$ and $j=$ $0, \ldots, m$, by Lebesgue's monotone convergence theorem, Theorem 4.9 and Proposition 4.10,

$$
\begin{aligned}
\mathbb{E}\left\|\Phi_{j} \zeta_{j}\right\|_{H}^{2} & =\mathbb{E} \sum_{l=1}^{\infty}\left(\Phi_{j} \zeta_{j}, f_{l}\right)_{H}^{2}=\sum_{l=1}^{\infty} \mathbb{E}\left(\zeta_{j}, \Phi_{j}^{*} f_{l}\right)_{U}^{2} \\
& =\sum_{l=1}^{\infty} \mathbb{E}\left(\mathbb{E}\left[\left(\zeta_{j}, \Phi_{j}^{*} f_{l}\right)_{U}^{2} \mid \mathcal{F}_{t_{j}}\right]\right) \\
& =\left(t_{j+1} \wedge t-t_{j}\right) \sum_{l=1}^{\infty} \mathbb{E}\left(Q \Phi_{j}^{*} f_{l}, \Phi_{j}^{*} f_{l}\right)_{U} \\
& =\left(t_{j+1} \wedge t-t_{j}\right) \mathbb{E} \sum_{l=1}^{\infty}\left(\Phi_{j} Q \Phi_{j}^{*} f_{l}, f_{l}\right)_{U} \\
& =\left(t_{j+1} \wedge t-t_{j}\right) \mathbb{E} \operatorname{Tr}\left(\Phi_{j} Q \Phi_{j}^{*}\right)
\end{aligned}
$$

for all $j=0, \ldots, m$. Thus

$$
\mathbb{E} \sum_{j=1}^{m}\left\|\Phi_{j} \zeta_{j}\right\|_{H}^{2}=\mathbb{E} \sum_{j=1}^{m}\left(t_{j+1} \wedge t-t_{j}\right)\left\|\Phi_{j}\right\|_{B_{2}\left(U_{0}, H\right)}^{2}
$$

Let $i<j$. Then by Lebesgue's dominated convergence theorem,

$$
E\left(\Phi_{i} \zeta_{i}, \Phi_{j} \zeta_{j}\right)_{H}=\sum_{k=1}^{\infty} \mathbb{E}\left[\left(\Phi_{i} \zeta_{i}, f_{k}\right)_{H}\left(\Phi_{j} \zeta_{j}, f_{k}\right)_{H}\right]
$$

Since $\Phi_{i}$ is $\mathcal{F}_{t_{i}}$-measurable and $\zeta_{i}$ is $\mathcal{F}_{t_{i+1}}$-measurable, $\left(\Phi_{i} \zeta_{i}, f_{k}\right)_{H}$ is $\mathcal{F}_{t_{i+1}}$-measurable. Since $\zeta_{j}$ is independent of $\mathcal{F}_{t_{j}}$ and $\Phi_{j}$ is simple, $\left(\Phi_{j} \zeta_{j}, f_{k}\right)_{H}$ is independent of $\mathcal{F}_{t_{j}}$. Hence $\left(\Phi_{i} \zeta_{i}, f_{k}\right)_{H}$ and $\left(\Phi_{j} \zeta_{j}, f_{k}\right)_{H}$ are independent random variables. Thus

$$
E\left(\Phi_{i} \zeta_{i}, \Phi_{j} \zeta_{j}\right)_{H}=\sum_{k=1}^{\infty} \mathbb{E}\left(\Phi_{i} \zeta_{i}, f_{k}\right)_{H} \mathbb{E}\left(\Phi_{j} \zeta_{j}, f_{k}\right)_{H}
$$

Since $\mathbb{E}\left(\Phi_{i} \zeta_{i}, f_{k}\right)_{H}=\left(\mathbb{E} \Phi_{i} \zeta_{i}, f_{k}\right)_{H}=0$ for all $k \in \mathbb{N}$, then $E\left(\Phi_{i} \zeta_{i}, \Phi_{j} \zeta_{j}\right)_{H}=0$. Thus

$$
\begin{aligned}
\mathbb{E}\|\Phi \cdot W(t)\|_{H}^{2} & =\mathbb{E} \sum_{j=1}^{m}\left(t_{j+1} \wedge t-t_{j}\right)\left\|\Phi_{j}\right\|_{B_{2}\left(U_{0}, H\right)}^{2} \\
& =\mathbb{E} \int_{0}^{t}\|\Phi(s)\|_{B_{2}\left(U_{0}, H\right)}^{2} d s=\|\Phi\|_{t}^{2}
\end{aligned}
$$

Hence $\Phi \cdot W(t)$ is square integrable and Equality (4.11) holds.

By Corollary 4.29 for all $M \in \mathcal{M}_{T}^{2}(H)$

$$
\mathbb{E}\|M(T)\|_{H}^{2} \leq\|M\|_{\mathcal{M}_{T}^{2}(H)}^{2} \leq 4 \mathbb{E}\|M(T)\|_{H}^{2}
$$

Hence by Equality (4.11),

$$
\|\Phi\|_{T} \leq\|\Phi \cdot W\|_{\mathcal{M}_{T}^{2}(H)} \leq 2\|\Phi\|_{T}
$$

for all elementary processes $\Phi$. Therefore the stochastic integral is a bounded linear operator from the space of elementary processes with the norm $\left\|\|\cdot\|_{T}\right.$ to the space $\mathcal{M}_{T}^{2}(H)$ of $H$-valued continuous square integrable martingales.

The definition of the stochastic integral can be extended to more general processes. The proper class of integrands is predictable processes with values in $B_{2}\left(U_{0}, H\right)$, more precisely, measurable mappings from $\left(\Omega_{T}, \mathcal{P}_{T}\right)$ to $\left(B_{2}\left(U_{0}, H\right), \mathcal{B}\left(B_{2}\left(U_{0}, H\right)\right)\right)$.

Proposition 4.37. (i) If $\Phi$ is a $B(U, H)$-valued predictable process, $\Phi$ is also a $B_{2}\left(U_{0}, H\right)$-valued predictable process. In particular, elementary processes are $B_{2}\left(U_{0}, H\right)$-valued predictable processes.
(ii) If $\Phi$ is a $B_{2}\left(U_{0}, H\right)$-valued predictable process such that $\|\Phi\|_{T}<\infty$, there exists a sequence $\left\{\Phi_{n}\right\}_{n=1}^{\infty}$ of elementary processes such that

$$
\left\|\Phi \Phi-\Phi_{n}\right\|_{T} \longrightarrow 0
$$

as $n \rightarrow \infty$.

Proof. (i) Operators $\left(f_{k} \otimes g_{j}\right) u:=f_{k}\left(u, g_{j}\right)_{U_{0}}$ for all $j, k \in \mathbb{N}$ and $u \in U_{0}$ are linearly dense in $B_{2}\left(U_{0}, H\right)$ by the proof of Proposition D.6. For all $T \in B_{2}\left(U_{0}, H\right)$

$$
\left(f_{k} \otimes g_{j}, T\right)_{B_{2}\left(U_{0}, H\right)}=\sum_{l=1}^{\infty}\left(\left(f_{k} \otimes g_{j}\right) g_{l}, T g_{l}\right)_{H}=\left(f_{k}, T g_{j}\right)_{H}=\sqrt{\lambda_{j}}\left(T e_{j}, f_{k}\right)_{H}
$$

Let $\Phi:\left(\Omega_{T}, \mathcal{P}_{T}\right) \rightarrow(B(U, H), \mathcal{B}(U, H))$ be a random variable. Then

$$
\sqrt{\lambda_{j}}\left(\Phi e_{j}, f_{k}\right)_{H}:\left(\Omega_{T}, \mathcal{P}_{T}\right) \longrightarrow(\mathbb{R}, \mathcal{B}(\mathbb{R}))
$$

is measurable for all $j, k \in \mathbb{N}$. Thus

$$
\left(f_{k} \otimes g_{j}, \Phi\right)_{B_{2}\left(U_{0}, H\right)}: \Omega_{T} \longrightarrow \mathbb{R}
$$

is $\mathcal{P}_{T}$-measurable for all $j, k \in \mathbb{N}$. Hence $\Phi$ is a random variable from $\left(\Omega_{T}, \mathcal{P}_{T}\right)$ to $\left(B_{2}\left(U_{0}, H\right), \mathcal{B}\left(B_{2}\left(U_{0}, H\right)\right)\right)$ according to Lemma 4.4.

Elementary processes are $B(U, H)$-valued predictable processes by definition. Hence they are $B_{2}\left(U_{0}, H\right)$-valued predictable processes.
(ii) The proof is similar to the one of Proposition 4.25. Let $\Phi$ be a $B_{2}\left(U_{0}, H\right)$-valued predictable process. Since $\left(B_{2}\left(U_{0}, H\right),\|\cdot\|_{B_{2}\left(U_{0}, H\right)}\right)$ is a separable Hilbert space, by Lemma 4.3 there exists a sequence $\left\{\Phi_{n}\right\}_{n=1}^{\infty}$ of simple $B_{2}\left(U_{0}, H\right)$-valued predictable processes such that $\left\|\Phi_{n}(t, \omega)-\Phi(t, \omega)\right\|_{B_{2}\left(U_{0}, H\right)} \downarrow 0$ as $n \rightarrow \infty$ for all $(t, \omega) \in \Omega_{T}$. Since operators $f_{k} \otimes g_{j}=\sqrt{\lambda_{j}} f_{k} \otimes e_{j}$ are linearly dense in $B_{2}\left(U_{0}, H\right)$ and belong to $B(U, H)$, the space $B(U, H)$ is densely embedded to $B_{2}\left(U_{0}, H\right)$. Hence, because $\Phi_{n}$ is simple, there exists a $B(U, H)$-valued simple predictable process $\Psi_{n}$ such that

$$
\left\|\Psi_{n}(t, \omega)-\Phi_{n}(t, \omega)\right\|_{B_{2}\left(U_{0}, H\right)}<\frac{1}{n}
$$

for all $n \in \mathbb{N}$. Thus $\left\{\Psi_{n}\right\}_{n=1}^{\infty}$ is a sequence of simple $B(U, H)$-valued predictable processes such that

$$
\begin{aligned}
& \left\|\Phi(t, \omega)-\Psi_{n}(t, \omega)\right\|_{B_{2}\left(U_{0}, H\right)} \\
& \leq\left\|\Phi(t, \omega)-\Phi_{n}(t, \omega)\right\|_{B_{2}\left(U_{0}, H\right)}+\left\|\Phi_{n}(t, \omega)-\Psi_{n}(t, \omega)\right\|_{B_{2}\left(U_{0}, H\right)} \downarrow 0
\end{aligned}
$$

as $n \rightarrow \infty$ for all $(t, \omega) \in \Omega_{T}$. According to Lebesgue's monotone convergence theorem,

$$
\int_{\Omega_{T}}\left\|\Phi(t, \omega)-\Psi_{n}(t, \omega)\right\|_{B_{2}\left(U_{0}, H\right)}^{2} \mathbb{P}_{T}(d t, d \omega) \longrightarrow 0
$$

as $n \rightarrow \infty$. Hence by the Fubini theorem,

$$
\mathbb{E} \int_{0}^{T}\left\|\Phi(t, \omega)-\Psi_{n}(t, \omega)\right\|_{B_{2}\left(U_{0}, H\right)}^{2} d t=\left\|\mid \Phi-\Psi_{n}\right\|_{T}^{2} \longrightarrow 0
$$

as $n \rightarrow \infty$.
Since $\Psi_{n}$ is a simple $B(U, H)$-valued $\mathcal{P}_{T}$-measurable random variable, it is of the form

$$
\Psi_{n}(t, \omega)=\sum_{l=1}^{m_{n}} \Psi_{n}^{l} \chi_{A_{n}^{l}}(t, \omega)
$$

for all $(t, \omega) \in \Omega_{T}$ where $m_{n} \in \mathbb{N}$ and $\Psi_{n}^{l} \in B(U, H)$ and $A_{n}^{l} \in \mathcal{P}_{T}$ for all $l=$ $1, \ldots, m_{n}$ and $A_{n}^{i} \cap A_{n}^{j}=\emptyset$ if $i \neq j$. We denote $C:=\sum_{l=1}^{m_{n}}\left\|\Psi_{n}^{l}\right\|_{B_{2}\left(U_{0}, H\right)}^{2}$. According
to Lemma 4.23 for all $l=1, \ldots, m_{n}$ there exists a finite union $\Gamma_{n}^{l}$ of disjoint sets of the form (4.5) such that

$$
\mathbb{P}_{T}\left(\left(A_{n}^{l} \backslash \Gamma_{n}^{l}\right) \cup\left(\Gamma_{n}^{l} \backslash A_{n}^{l}\right)\right)<\frac{1}{n^{2} C m_{n}}
$$

Then

$$
\hat{\Psi}_{n}(t, \omega):=\sum_{l=1}^{m_{n}} \Psi_{n}^{l} \chi_{\Gamma_{n}^{l}}(t, \omega)
$$

for all $(t, \omega) \in \Omega_{T}$ is an elementary process and

$$
\begin{aligned}
\left\|\Psi_{n}-\hat{\Psi}_{n}\right\|_{T}^{2} & =\mathbb{E} \int_{0}^{T}\left\|\Psi_{n}(t, \omega)-\hat{\Psi}_{n}(t, \omega)\right\|_{B_{2}\left(U_{0}, H\right)}^{2} d t \\
& \leq C \mathbb{P}_{T}\left(\bigcup_{l=1}^{m_{n}}\left(A_{n}^{l} \backslash \Gamma_{n}^{l}\right) \cup\left(\Gamma_{n}^{l} \backslash A_{n}^{l}\right)\right) \\
& \leq C \sum_{l=1}^{m_{n}} \mathbb{P}_{T}\left(\left(A_{n}^{l} \backslash \Gamma_{n}^{l}\right) \cup\left(\Gamma_{n}^{l} \backslash A_{n}^{l}\right)\right)<\frac{1}{n^{2}}
\end{aligned}
$$

Thus $\left\{\hat{\Psi}_{n}\right\}_{n=1}^{\infty}$ is a sequence of elementary processes such that for every $\varepsilon>0$

$$
\left\|\left\|\Phi-\hat{\Psi}_{n}\right\|_{T} \leq\right\| \mid \Phi-\Psi_{n}\left\|_{T}+\right\| \Psi_{n}-\hat{\Psi}_{n} \|_{T}<\varepsilon
$$

if $n \in \mathbb{N}$ is so large that $\left\|\Phi-\Psi_{n}\right\|_{T}<\varepsilon / 2$ and $n \geq 2 / \varepsilon$.

We are able to extend the stochastic integral for $B_{2}\left(U_{0}, H\right)$-valued predictable processes $\Phi$ such that $\|\Phi\|_{T}<\infty$. They form the space $\mathcal{N}_{W}^{2}(0, T)$. Since $\mathcal{N}_{W}^{2}(0, T)=$ $L^{2}\left(\Omega_{T}, \mathcal{P}_{T}, \mathbb{P}_{T} ; B_{2}\left(U_{0}, H\right)\right)$, it is a Hilbert space. By Proposition 4.37 elementary processes form a dense set in $\mathcal{N}_{W}^{2}(0, T)$. Let $\Phi \in \mathcal{N}_{W}^{2}(0, T)$. Then there exists a sequence $\left\{\Phi_{n}\right\}_{n=1}^{\infty} \subset \mathcal{N}_{W}^{2}(0, T)$ of elementary processes such that $\left\|\mid \Phi-\Phi_{n}\right\|_{T} \rightarrow 0$ as $n \rightarrow \infty$. Then the sequence $\left\{\Phi_{n} \cdot W\right\}_{n=1}^{\infty}$ is a Cauchy sequence in $\mathcal{M}_{T}^{2}(H)$ because the stochastic integral is a bounded linear operator for elementary processes. Since $\mathcal{M}_{T}^{2}(H)$ is complete, there exists $M \in \mathcal{M}_{T}^{2}(H)$ such that $\left\|\Phi_{n} \cdot W-M\right\|_{\mathcal{M}_{T}^{2}(H)} \rightarrow 0$ as $n \rightarrow \infty$. We define $\Phi \cdot W(t):=M(t)$ for all $t \in[0, T]$. Thus $\Phi \cdot W$ is an $H$-valued continuous square integrable martingale for every $\Phi \in \mathcal{N}_{W}^{2}(0, T)$. There are two equivalent norms in $\mathcal{M}_{T}^{2}(H)$. Hence

$$
E\|\Phi \cdot W(t)\|_{H}^{2}=\lim _{n \rightarrow \infty} \mathbb{E}\left\|\Phi_{n} \cdot W(t)\right\|_{H}^{2}=\lim _{n \rightarrow \infty}\| \| \Phi_{n}\left\|_{t}^{2}=\right\|\| \|_{t}^{2}
$$

for all $t \in[0, T]$. Thus Equality (4.11) is valid for all $\Phi \in \mathcal{N}_{W}^{2}(0, T)$. The following theorem summarizes the main results of this section.

Theorem 4.38. Let $\Phi \in \mathcal{N}_{W}^{2}(0, T)$. Then the stochastic integral $\Phi \cdot W$ is an $H$ valued continuous square integrable martingale and

$$
\mathbb{E}\|\Phi \cdot W(t)\|_{H}^{2}=\|\Phi\|_{t}^{2}
$$

for all $t \in[0, T]$.

### 4.5.1 Properties of the Stochastic Integral

In this subsection we introduce some further properties of the stochastic integral. In the following theorem we show that the stochastic integral is similar to the deterministic integral.

Theorem 4.39. The stochastic integral is a bounded linear operator from $\mathcal{N}_{W}^{2}(0, T)$ to $\mathcal{M}_{T}^{2}(H)$. Furthermore if $\Phi \in \mathcal{N}_{W}^{2}(0, T)$,
(i) for all $t \in[0, T]$

$$
\int_{0}^{T} \Phi(s) d W(s)=\int_{0}^{t} \Phi(s) d W(s)+\int_{t}^{T} \Phi(s) d W(s)
$$

(ii) if $\left(E,(\cdot, \cdot)_{E}\right)$ is a real separable Hilbert space and $A \in B(H, E)$,

$$
A \int_{0}^{t} \Phi(s) d W(s)=\int_{0}^{t} A \Phi(s) d W(s)
$$

for all $t \in[0, T]$.

Proof. Since $\Phi \cdot W \in \mathcal{M}_{T}^{2}(H)$ and $\mathbb{E}\|\Phi \cdot W(t)\|_{H}^{2}=\|\Phi\|_{t}^{2}$ for all $\Phi \in \mathcal{N}_{W}^{2}(0, T)$ and $t \in[0, T]$, the stochastic integral is bounded by Corollary 4.29. Since the stochastic integral is linear on elementary processes and elementary processes are dense in $\mathcal{N}_{W}^{2}(0, T)$, it is linear also on $\mathcal{N}_{W}^{2}(0, T)$. The statements (i) and (ii) are valid for elementary processes. By the density they are valid also in $\mathcal{N}_{W}^{2}(0, T)$.

The stochastic integral has a predictable version.
Proposition 4.40. Let $\Phi \in \mathcal{N}_{W}^{2}(0, T)$. Then the stochastic integral $\Phi \cdot W$ has a predictable modification and $\mathbb{E}(\Phi \cdot W(t))=0$ for all $t \in[0, T]$.

Proof. Let $\Phi \in \mathcal{N}_{W}^{2}(0, T)$ and $s<t$. Then the stochastic integral $\Phi \cdot W$ is mean square continuous since

$$
\begin{aligned}
\mathbb{E}\|\Phi \cdot W(t)-\Phi \cdot W(s)\|_{H}^{2} & =\mathbb{E}\left\|\left(\left(1-\chi_{[0, s]}\right) \Phi\right) \cdot W(t)\right\|_{H}^{2}=\| \| \chi_{[s, t]} \Phi \|_{t}^{2} \\
& =\mathbb{E} \int_{0}^{T} \chi_{[s, t]}(r)\|\Phi(r)\|_{B_{2}\left(U_{0}, H\right)}^{2} d r
\end{aligned}
$$

and by Lebesgue's dominated convergence theorem $\mathbb{E}\|\Phi \cdot W(t)-\Phi \cdot W(s)\|_{H}^{2} \rightarrow 0$ as $|t-s| \rightarrow 0$. By Lemma 4.20 the stochastic integral $\Phi \cdot W$ is stochastically continuous. Since $\Phi \cdot W$ is adapted, it has a predictable version by Proposition 4.24.

We still need to prove that $\mathbb{E}(\Phi \cdot W(t))=0$ for all $t \in[0, T]$. Let $\Phi \in \mathcal{N}_{W}^{2}(0, T)$ and $\left\{\Phi_{n}\right\}_{n=1}^{\infty}$ be a sequence of elementary processes defined by Proposition 4.37. Then for each $t \in[0, T]$

$$
\begin{aligned}
\left\|\mathbb{E}(\Phi \cdot W(t))-\mathbb{E}\left(\Phi_{n} \cdot W(t)\right)\right\|_{H} & =\left\|\mathbb{E}\left[\left(\Phi-\Phi_{n}\right) \cdot W(t)\right]\right\|_{H} \leq \mathbb{E}\left\|\left(\Phi-\Phi_{n}\right) \cdot W(t)\right\|_{H} \\
& \leq\left(\mathbb{E}\left\|\left(\Phi-\Phi_{n}\right) \cdot W(t)\right\|_{H}^{2}\right)^{\frac{1}{2}}=\left\|\Phi-\Phi_{n}\right\|_{t} \longrightarrow 0
\end{aligned}
$$

as $n \rightarrow \infty$. Since $\mathbb{E}\left(\Phi_{n} \cdot W(t)\right)=0$ for all $n \in \mathbb{N}$, then $\mathbb{E}(\Phi \cdot W(t))=0$ for all $t \in[0, T]$.

The correlation operator of two stochastic integrals is presented in the following proposition.

Proposition 4.41. Let $\Phi_{1}, \Phi_{2} \in \mathcal{N}_{W}^{2}(0, T)$. Then the correlation operator of the stochastic integrals $\Phi_{1} \cdot W(t)$ and $\Phi_{2} \cdot W(s)$ is given by the formula

$$
\begin{equation*}
\operatorname{Cor}\left(\Phi_{1} \cdot W(t), \Phi_{2} \cdot W(s)\right)=\mathbb{E} \int_{0}^{s \wedge t}\left(\Phi_{1}(r) Q^{1 / 2}\right)\left(\Phi_{2}(r) Q^{1 / 2}\right)^{*} d r \tag{4.12}
\end{equation*}
$$

for all $s, t \in[0, T]$.

Proof. Let $\Phi_{1}, \Phi_{2} \in \mathcal{N}_{W}^{2}(0, T)$. Then $\Phi_{i}(t) Q^{1 / 2}, t \in[0, T]$, is a $B_{2}(U, H)$-valued predictable process for both $i=1,2$. Therefore $\left(\Phi_{1}(t) Q^{1 / 2}\right)\left(\Phi_{2}(t) Q^{1 / 2}\right)^{*}, t \in[0, T]$, is a $B_{1}(H)$-valued strongly measurable function on $\left(\Omega_{T}, \mathcal{P}_{T}, \mathbb{P}_{T}\right)$ and

$$
\left\|\left(\Phi_{1}(t) Q^{1 / 2}\right)\left(\Phi_{2}(t) Q^{1 / 2}\right)^{*}\right\|_{B_{1}(H)} \leq\left\|\Phi_{1}(t) Q^{1 / 2}\right\|_{B_{2}(U, H)}\left\|\Phi_{2}(t) Q^{1 / 2}\right\|_{B_{2}(U, H)}
$$

for all $t \in[0, T]$ by Proposition D.12. Consequently, for all $h \in H$

$$
\begin{align*}
& \mathbb{E} \int_{0}^{T}\left\|\left(\Phi_{1}(t) Q^{1 / 2}\right)\left(\Phi_{2}(t) Q^{1 / 2}\right)^{*} h\right\|_{H} d t \\
& \leq\|h\|_{H} \mathbb{E} \int_{0}^{T}\left\|\left(\Phi_{1}(t) Q^{1 / 2}\right)\left(\Phi_{2}(t) Q^{1 / 2}\right)^{*}\right\|_{B(H)} d t \\
& \leq\|h\|_{H} \mathbb{E} \int_{0}^{T}\left\|\left(\Phi_{1}(t) Q^{1 / 2}\right)\left(\Phi_{2}(t) Q^{1 / 2}\right)^{*}\right\|_{B_{1}(H)} d t  \tag{4.13}\\
& \leq\|h\|_{H} \mathbb{E} \int_{0}^{T}\left\|\Phi_{1}(t)\right\|_{B_{2}\left(U_{0}, H\right)}\left\|\Phi_{2}(t)\right\|_{B_{2}\left(U_{0}, H\right)} d t \\
& \leq\|h\|_{H}\left\|\Phi_{1}\right\|_{T}\left\|\Phi_{2}\right\|_{T} .
\end{align*}
$$

Therefore the right hand side of (4.12) exists for all $s, t \in[0, T]$ as a strong Bochner integral.

The correlation operator $\operatorname{Cor}\left(\Phi_{1} \cdot W(t), \Phi_{2} \cdot W(s)\right)$ is defined by

$$
\left(\operatorname{Cor}\left(\Phi_{1} \cdot W(t), \Phi_{2} \cdot W(s)\right) a, b\right)_{H}=\mathbb{E}\left[\left(\Phi_{1} \cdot W(t), b\right)_{H}\left(\Phi_{2} \cdot W(s), a\right)_{H}\right]
$$

for all $a, b \in H$ and $s, t \in[0, T]$. If $\Phi_{1}$ and $\Phi_{2}$ are elementary processes, there exists a partition $0=t_{0}<t_{1}<\ldots<t_{k}=T$ such that $\Phi_{1}(t)=\Phi_{m}^{1}$ and $\Phi_{2}(t)=\Phi_{m}^{2}$ if $t \in\left(t_{m}, t_{m+1}\right]$ and $\Phi_{m}^{1}$ and $\Phi_{m}^{2}$ are simple $B(U, H)$-valued $\mathcal{F}_{t_{m}}$-measurable random variables for all $m=0,1, \ldots, k-1$. Let $s, t \in[0, T]$. Then there exist $l$ and $m$ such that $t_{l}<s \leq t_{l+1}$ and $t_{m}<t \leq t_{m+1}$. We denote

$$
\left\{\begin{array}{l}
\eta_{j}:=W\left(t_{j+1}\right)-W\left(t_{j}\right), \quad j=0, \ldots, l-1 \\
\eta_{l}:=W(s)-W\left(t_{l}\right)
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
\zeta_{j}:=W\left(t_{j+1}\right)-W\left(t_{j}\right), \quad j=0, \ldots, m-1 \\
\zeta_{m}:=W(t)-W\left(t_{m}\right)
\end{array}\right.
$$

Then $\eta_{j}=\zeta_{j}$ for all $j<l \wedge m$ and

$$
\begin{aligned}
\mathbb{E}\left[\left(\Phi_{1} \cdot W(t), b\right)_{H}\left(\Phi_{2} \cdot W(s), a\right)_{H}\right] & =\mathbb{E}\left[\left(\sum_{i=0}^{m}\left(\Phi_{i}^{1} \zeta_{i}, b\right)_{H}\right)\left(\sum_{j=0}^{l}\left(\Phi_{j}^{2} \eta_{j}, a\right)_{H}\right)\right] \\
& =\sum_{i=0}^{m} \sum_{j=0}^{l} \mathbb{E}\left[\left(\Phi_{i}^{1} \zeta_{i}, b\right)_{H}\left(\Phi_{j}^{2} \eta_{j}, a\right)_{H}\right]
\end{aligned}
$$

for all $a, b \in H$. We notice that $\Phi_{i}^{1} \zeta_{i}$ is $\mathcal{F}_{t_{i+1}}$-measurable and independent of $\mathcal{F}_{t_{i}}$ for all $i=0, \ldots, m$ and $\Phi_{j}^{2} \eta_{j}$ is $\mathcal{F}_{t_{j+1}}$-measurable and independent of $\mathcal{F}_{t_{j}}$ for all $j=0, \ldots, l$ because $\Phi_{j}^{i}$ is a simple random variable for all $i=1,2$ and $j=0, \ldots, k-1$. Hence $\left(\Phi_{i}^{1} \zeta_{i}, b\right)_{H}$ and $\left(\Phi_{j}^{2} \eta_{j}, a\right)_{H}$ are independent for all $a, b \in H$ if $i \neq j$. Thus if $i \neq j$,

$$
\mathbb{E}\left[\left(\Phi_{i}^{1} \zeta_{i}, b\right)_{H}\left(\Phi_{j}^{2} \eta_{j}, a\right)_{H}\right]=\mathbb{E}\left(\Phi_{i}^{1} \zeta_{i}, b\right)_{H} \mathbb{E}\left(\Phi_{j}^{2} \eta_{j}, a\right)_{H}
$$

On the other hand since $\Phi_{j}^{i}$ is a simple $B(U, H)$-valued $\mathcal{F}_{t_{j}}$-measurable random variable, also $\left(\Phi_{j}^{i}\right)^{*}$ is for all $i=1,2$ and $j=0, \ldots, k-1$. Thus by Proposition 4.10,

$$
\mathbb{E}\left(\Phi_{i}^{1} \zeta_{i}, b\right)_{H}=\mathbb{E}\left(\zeta_{i},\left(\Phi_{i}^{1}\right)^{*} b\right)_{H}=\mathbb{E}\left(\mathbb{E}\left[\left(\zeta_{i},\left(\Phi_{i}^{1}\right)^{*} b\right)_{H} \mid \mathcal{F}_{t_{i}}\right]\right)=0
$$

for all $i=0, \ldots, m$ and $b \in H$. Similarly $\mathbb{E}\left(\Phi_{j}^{2} \eta_{j}, a\right)_{H}=0$ for all $j=0, \ldots, l$ and $a \in H$. Hence

$$
\mathbb{E}\left[\left(\Phi_{1} \cdot W(t), b\right)_{H}\left(\Phi_{2} \cdot W(s), a\right)_{H}\right]=\sum_{j=0}^{l \wedge m} \mathbb{E}\left[\left(\Phi_{j}^{1} \zeta_{j}, b\right)_{H}\left(\Phi_{j}^{2} \eta_{j}, a\right)_{H}\right]
$$

for all $a, b \in H$. Let $j<l \wedge m$. Then for all $a, b \in H$

$$
\begin{aligned}
\mathbb{E}\left[\left(\Phi_{j}^{1} \zeta_{j}, b\right)_{H}\left(\Phi_{j}^{2} \eta_{j}, a\right)_{H}\right] & =\mathbb{E}\left[\left(\zeta_{j},\left(\Phi_{j}^{1}\right)^{*} b\right)_{H}\left(\zeta_{j},\left(\Phi_{j}^{2}\right)^{*} a\right)_{H}\right] \\
& =\mathbb{E}\left[\mathbb{E}\left(\left(\zeta_{j},\left(\Phi_{j}^{1}\right)^{*} b\right)_{H}\left(\zeta_{j},\left(\Phi_{j}^{2}\right)^{*} a\right)_{H} \mid \mathcal{F}_{t_{j}}\right)\right] \\
& =\mathbb{E}\left[\left(\left(t_{j+1}-t_{j}\right) Q\left(\Phi_{j}^{2}\right)^{*} a,\left(\Phi_{j}^{1}\right)^{*} b\right)_{H}\right] \\
& =\left(t_{j+1}-t_{j}\right) \mathbb{E}\left(\Phi_{j}^{1} Q\left(\Phi_{j}^{2}\right)^{*} a, b\right)_{H}
\end{aligned}
$$

by Proposition 4.10. If $l \wedge m=m$ and $j=m$, for all $a, b \in H$

$$
\begin{aligned}
\mathbb{E} & {\left[\left(\Phi_{m}^{1} \zeta_{m}, b\right)_{H}\left(\Phi_{m}^{2} \eta_{m}, a\right)_{H}\right] } \\
= & \mathbb{E}\left[\left(W(t)-W\left(t_{m}\right),\left(\Phi_{m}^{1}\right)^{*} b\right)_{H}\left(W\left(t_{m+1} \wedge s\right)-W\left(t_{m}\right),\left(\Phi_{m}^{2}\right)^{*} a\right)_{H}\right] \\
= & \mathbb{E}\left[\left(W(t)-W(s \wedge t),\left(\Phi_{m}^{1}\right)^{*} b\right)_{H}\left(W\left(t_{m+1} \wedge s\right)-W(s \wedge t),\left(\Phi_{m}^{2}\right)^{*} a\right)_{H}\right]+ \\
& +\mathbb{E}\left[\left(W(t)-W(s \wedge t),\left(\Phi_{m}^{1}\right)^{*} b\right)_{H}\left(W(s \wedge t)-W\left(t_{m}\right),\left(\Phi_{m}^{2}\right)^{*} a\right)_{H}\right]+ \\
& +\mathbb{E}\left[\left(W(s \wedge t)-W\left(t_{m}\right),\left(\Phi_{m}^{1}\right)^{*} b\right)_{H}\left(W\left(t_{m+1} \wedge s\right)-W(s \wedge t),\left(\Phi_{m}^{2}\right)^{*} a\right)_{H}\right]+ \\
& +\mathbb{E}\left[\left(W(s \wedge t)-W\left(t_{m}\right),\left(\Phi_{m}^{1}\right)^{*} b\right)_{H}\left(W(s \wedge t)-W\left(t_{m}\right),\left(\Phi_{m}^{2}\right)^{*} a\right)_{H}\right] \\
= & \mathbb{E}\left[\left(W(s \wedge t)-W\left(t_{m}\right),\left(\Phi_{m}^{1}\right)^{*} b\right)_{H}\left(W(s \wedge t)-W\left(t_{m}\right),\left(\Phi_{m}^{2}\right)^{*} a\right)_{H}\right] \\
= & \left(s \wedge t-t_{m}\right) \mathbb{E}\left(\Phi_{m}^{1} Q\left(\Phi_{m}^{2}\right)^{*} a, b\right)_{H} .
\end{aligned}
$$

Similarly if $l \wedge m=l$ and $j=l$,

$$
\mathbb{E}\left[\left(\Phi_{l}^{1} \zeta_{l}, b\right)_{H}\left(\Phi_{l}^{2} \eta_{l}, a\right)_{H}\right]=\left(s \wedge t-t_{l}\right) \mathbb{E}\left(\Phi_{l}^{1} Q\left(\Phi_{l}^{2}\right)^{*} a, b\right)_{H}
$$

for all $a, b \in H$. Hence

$$
\begin{aligned}
& \mathbb{E}\left[\left(\Phi_{1} \cdot W(t), b\right)_{H}\left(\Phi_{2} \cdot W(s), a\right)_{H}\right] \\
& =\sum_{j=0}^{l \wedge m}\left(t_{j+1} \wedge s \wedge t-t_{j}\right) \mathbb{E}\left(\Phi_{j}^{1} Q\left(\Phi_{j}^{2}\right)^{*} a, b\right)_{H} \\
& =\mathbb{E} \sum_{j=0}^{k-1}\left(t_{j+1} \wedge s \wedge t-t_{j} \wedge s \wedge t\right)\left(\Phi_{j}^{1} Q\left(\Phi_{j}^{2}\right)^{*} a, b\right)_{H} \\
& =\mathbb{E} \int_{0}^{s \wedge t}\left(\Phi_{1}(r) Q \Phi_{2}^{*}(r) a, b\right)_{H} d r \\
& =\left(\mathbb{E} \int_{0}^{s \wedge t} \Phi_{1}(r) Q \Phi_{2}^{*}(r) a d r, b\right)_{H}
\end{aligned}
$$

for all $a, b \in H$. Thus

$$
\operatorname{Cor}\left(\Phi_{1} \cdot W(t), \Phi_{2} \cdot W(s)\right)=\mathbb{E} \int_{0}^{s \wedge t} \Phi_{1}(r) Q \Phi_{2}^{*}(r) d r
$$

for elementary processes $\Phi_{1}$ and $\Phi_{2}$.
Let $\Phi_{1}, \Phi_{2} \in \mathcal{N}_{W}^{2}(0, T)$ and $s, t \in[0, T]$. By Proposition 4.37 for both $i=1,2$ there exists a sequence $\left\{\Phi_{i}^{n}\right\}_{n=1}^{\infty}$ of elementary processes such that $\left\|\left\|\Phi_{i}-\Phi_{i}^{n}\right\|_{T} \rightarrow 0\right.$ as $n \rightarrow \infty$. Then for all $a, b \in H$

$$
\begin{aligned}
\mid \mathbb{E} & {\left[\left(\Phi_{1} \cdot W(t), b\right)_{H}\left(\Phi_{2} \cdot W(s), a\right)_{H}\right]-\mathbb{E}\left[\left(\Phi_{1}^{n} \cdot W(t), b\right)_{H}\left(\Phi_{2}^{m} \cdot W(s), a\right)_{H}\right] \mid } \\
\leq & \left|\mathbb{E}\left[\left(\left(\Phi_{1}-\Phi_{1}^{n}\right) \cdot W(t), b\right)_{H}\left(\Phi_{2} \cdot W(s), a\right)_{H}\right]\right|+ \\
& +\left|\mathbb{E}\left[\left(\Phi_{1}^{n} \cdot W(t), b\right)_{H}\left(\left(\Phi_{2}-\Phi_{2}^{m}\right) \cdot W(s), a\right)_{H}\right]\right| \\
\leq & \|a\|_{H}\|b\|_{H} \mathbb{E}\left\|\left(\Phi_{1}-\Phi_{1}^{n}\right) \cdot W(t)\right\|_{H}\left\|\Phi_{2} \cdot W(s)\right\|_{H}+ \\
& +\|a\|_{H}\|b\|_{H} \mathbb{E}\left\|\Phi_{1}^{n} \cdot W(t)\right\|_{H}\left\|\left(\Phi_{2}-\Phi_{2}^{m}\right) \cdot W(s)\right\|_{H} \\
\leq & \|a\|_{H}\|b\|_{H}\left(\mathbb{E}\left\|\left(\Phi_{1}-\Phi_{1}^{n}\right) \cdot W(t)\right\|_{H}^{2}\right)^{\frac{1}{2}}\left(\mathbb{E}\left\|\Phi_{2} \cdot W(s)\right\|_{H}^{2}\right)^{\frac{1}{2}}+ \\
& +\|a\|_{H}\|b\|_{H}\left(\mathbb{E}\left\|\Phi_{1}^{n} \cdot W(t)\right\|_{H}^{2}\right)^{\frac{1}{2}}\left(\mathbb{E}\left\|\left(\Phi_{2}-\Phi_{2}^{m}\right) \cdot W(s)\right\|_{H}^{2}\right)^{\frac{1}{2}} \\
= & \|a\|_{H}\|b\|_{H}\left[\left\|\Phi_{1}-\Phi_{1}^{n}\right\|_{t}\left\|\Phi_{2}\right\|_{s}+\left\|\Phi_{1}^{n}\right\|_{t}\left\|\Phi_{2}-\Phi_{2}^{m}\right\| \|_{s}\right] .
\end{aligned}
$$

Since $\left\{\Phi_{1}^{n}\right\}_{n=1}^{\infty}$ is convergent in $\mathcal{N}_{W}^{2}(0, T)$, it is bounded, i.e., there exists $M>0$ such that $\left\|\Phi_{1}^{n}\right\|_{T} \leq M$ for all $n \in \mathbb{N}$. Thus

$$
\left\|\operatorname{Cor}\left(\Phi_{1} \cdot W(t), \Phi_{2} \cdot W(s)\right)-\operatorname{Cor}\left(\Phi_{1}^{n} \cdot W(t), \Phi_{2}^{m} \cdot W(s)\right)\right\|_{B(H)} \longrightarrow 0
$$

as $m, n \rightarrow \infty$. On the other hand, for all $h \in H$

$$
\begin{aligned}
& \left\|\mathbb{E} \int_{0}^{s \wedge t}\left(\Phi_{1}(r) Q^{1 / 2}\right)\left(\Phi_{2}(r) Q^{1 / 2}\right)^{*} h d r-\mathbb{E} \int_{0}^{s \wedge t}\left(\Phi_{1}^{n}(r) Q^{1 / 2}\right)\left(\Phi_{2}^{m}(r) Q^{1 / 2}\right)^{*} h d r\right\|_{H} \\
& \leq\|h\|_{H} \mathbb{E} \int_{0}^{s \wedge t}\left\|\left(\Phi_{1}(r) Q^{1 / 2}\right)\left(\Phi_{2}(r) Q^{1 / 2}\right)^{*}-\left(\Phi_{1}^{n}(r) Q^{1 / 2}\right)\left(\Phi_{2}^{m}(r) Q^{1 / 2}\right)^{*}\right\|_{B(H)} d r \\
& \leq\|h\|_{H} \mathbb{E} \int_{0}^{s \wedge t}\left\|\left(\Phi_{1}(r) Q^{1 / 2}\right)\left(\Phi_{2}(r) Q^{1 / 2}\right)^{*}-\left(\Phi_{1}^{n}(r) Q^{1 / 2}\right)\left(\Phi_{2}^{m}(r) Q^{1 / 2}\right)^{*}\right\|_{B_{1}(H)} d r \\
& \leq\|h\|_{H} \mathbb{E} \int_{0}^{s \wedge t}\left\|\left[\left(\Phi_{1}(r)-\Phi_{1}^{n}(r)\right) Q^{1 / 2}\right]\left(\Phi_{2}(r) Q^{1 / 2}\right)^{*}\right\|_{B_{1}(H)} d r+ \\
& \quad+\|h\|_{H} \mathbb{E} \int_{0}^{s \wedge t}\left\|\left(\Phi_{1}^{n}(r) Q^{1 / 2}\right)\left[\left(\Phi_{2}(r)-\Phi_{2}^{m}(r)\right) Q^{1 / 2}\right]^{*}\right\|_{B_{1}(H)} d r \\
& \leq\|h\|_{H}\left[\left\|\Phi_{1}-\Phi_{1}^{n}\right\|\left\|_{T}\right\| \Phi_{2}\left\|_{T}+\right\| \Phi_{1}^{n}\left\|_{T}\right\| \Phi_{2}-\Phi_{2}^{m} \|_{T}\right] \longrightarrow 0
\end{aligned}
$$

as $m, n \rightarrow \infty$ by Inequality (4.13). Thus

$$
\operatorname{Cor}\left(\Phi_{1} \cdot W(t), \Phi_{2} \cdot W(s)\right)=\mathbb{E} \int_{0}^{s \wedge t}\left(\Phi_{1}(r) Q^{1 / 2}\right)\left(\Phi_{2}(r) Q^{1 / 2}\right)^{*} d r
$$

for all $\Phi_{1}, \Phi_{2} \in \mathcal{N}_{W}^{2}(0, T)$ and $s, t \in[0, T]$.
The Gaussianity of the Wiener process is inherited to the stochastic integral if the integrand is deterministic.

Lemma 4.42. If $\Phi \in L^{2}\left(0, T ; B_{2}\left(U_{0}, H\right)\right)$, then $\Phi \cdot W$ is a Gaussian process in $H$. The covariance operator of $\Phi \cdot W(t)$ is

$$
\operatorname{Cov}(\Phi \cdot W(t))=\int_{0}^{t}\left(\Phi(s) Q^{1 / 2}\right)\left(\Phi(s) Q^{1 / 2}\right)^{*} d s
$$

for all $t \in[0, T]$. Furthermore, $\Phi \cdot W(t)$ is independent of $\mathcal{F}_{0}$ for all $t \in[0, T]$.

Proof. If $\Phi \in L^{2}\left(0, T ; B_{2}\left(U_{0}, H\right)\right)$, then $\Phi$ is a deterministic $B_{2}\left(U_{0}, H\right)$-valued predictable process such that $\|\Phi\|_{T}=\|\Phi\|_{L^{2}\left(0, T ; B_{2}\left(U_{0}, H\right)\right)}$. By Proposition 4.41 the covariance of $\Phi \cdot W(t)$ is

$$
\operatorname{Cov}(\Phi \cdot W(t))=\mathbb{E} \int_{0}^{t}\left(\Phi(s) Q^{1 / 2}\right)\left(\Phi(s) Q^{1 / 2}\right)^{*} d s=\int_{0}^{t}\left(\Phi(s) Q^{1 / 2}\right)\left(\Phi(s) Q^{1 / 2}\right)^{*} d s
$$

for all $t \in[0, T]$.
Let $\Phi$ be a deterministic elementary process, i.e., there exist a sequence $0=t_{0}<$ $t_{1}<\ldots<t_{k}=T$ and a sequence $\left\{\Phi_{m}\right\}_{m=0}^{k-1}$ of bounded linear operators such that $\Phi(t)=\Phi_{m}$ if $t \in\left(t_{m}, t_{m+1}\right]$ for all $m=0, \ldots, k-1$. Then for all $t \in[0, T]$

$$
\Phi \cdot W(t)=\sum_{m=0}^{k-1} \Phi_{m}\left(W\left(t_{m+1} \wedge t\right)-W\left(t_{m} \wedge t\right)\right)
$$

Since $W(t)-W(s)$ is independent of $\mathcal{F}_{s}$ for all $0 \leq s<t \leq T$, the stochastic integral $\Phi \cdot W(t)$ is independent of $\mathcal{F}_{0}$ for all $t \in[0, T]$. We want to show that for all $l \in \mathbb{N}$ and $s_{1}, \ldots, s_{l} \in[0, T]$ the $H^{l}$-valued random variable $\left(\Phi \cdot W\left(s_{1}\right), \ldots, \Phi \cdot W\left(s_{l}\right)\right)$ is Gaussian. Let $h_{1}, \ldots, h_{l} \in H$. We need to prove that

$$
\left(\left(\Phi \cdot W\left(s_{1}\right), \ldots, \Phi \cdot W\left(s_{l}\right)\right),\left(h_{1}, \ldots, h_{l}\right)\right)_{H^{l}}:=\sum_{i=1}^{l}\left(\Phi \cdot W\left(s_{i}\right), h_{i}\right)_{H}
$$

is a real valued Gaussian random variable. We may assume that $0 \leq s_{1}<\ldots<$ $s_{l} \leq T$. We combine $\left\{t_{m}\right\}_{m=0}^{k}$ and $\left\{s_{i}\right\}_{i=1}^{l}$ to be a partition $\left\{r_{j}\right\}_{j=1}^{k+l+1}$ of the interval $[0, T]$. Thus

$$
\begin{aligned}
\sum_{i=1}^{l}\left(\Phi \cdot W\left(s_{i}\right), h_{i}\right)_{H} & =\sum_{i=1}^{l}\left(\sum_{j=1}^{k+l+1} \tilde{\Phi}_{j}\left(W\left(r_{j+1} \wedge s_{i}\right)-W\left(r_{j} \wedge s_{i}\right)\right), h_{i}\right)_{H} \\
& =\sum_{i=1}^{l} \sum_{j: s_{i-1} \leq r_{j}<s_{i}}\left(\tilde{\Phi}_{j}\left(W\left(r_{j+1}\right)-W\left(r_{j}\right)\right), \sum_{n=i}^{l} h_{n}\right)_{H}
\end{aligned}
$$

where $\tilde{\Phi}_{j}=\Phi_{m}$ if $r_{j}=t_{m}$ or $r_{j}=s_{i}$ and $t_{m}<s_{i}<t_{m+1}$ for all $j=1, \ldots, k+$ $l+1$. Since $\tilde{\Phi}_{j}\left(W\left(r_{j+1}\right)-W\left(r_{j}\right)\right)$ is a $\mathcal{F}_{r_{j+1}}$-measurable Gaussian random variable independent of $\mathcal{F}_{r_{j}}$ for all $j=1, \ldots, k+l+1$ and the sum of mutually independent real valued Gaussian random variables is Gaussian, $\Phi \cdot W$ is a Gaussian process.

Let $\Phi \in L^{2}\left(0, T ; B_{2}\left(U_{0}, H\right)\right)$. Then there exists a sequence $\left\{\Phi_{n}\right\}_{n=1}^{\infty}$ of elementary processes such that $\left\|\Phi-\Phi_{n}\right\|_{T} \rightarrow 0$ as $n \rightarrow \infty$ by Proposition 4.37 . The sequence can be chosen such a way that $\Phi_{n}$ are deterministic since $\Phi$ is deterministic. Thus $\Phi_{n} \cdot W$ is a Gaussian process. We want to show that for all $k \in \mathbb{N}$ and $t_{1}, \ldots, t_{k} \in[0, T]$ the $H^{k}$-valued random variable $\left(\Phi \cdot W\left(t_{1}\right), \ldots, \Phi \cdot W\left(t_{k}\right)\right)$ is Gaussian. Let $h_{1}, \ldots, h_{l} \in H$. Since

$$
\begin{aligned}
& \left(\mathbb{E}\left|\sum_{i=1}^{k}\left(\Phi \cdot W\left(t_{i}\right), h_{i}\right)_{H}-\sum_{i=1}^{k}\left(\Phi_{n} \cdot W\left(t_{i}\right), h_{i}\right)_{H}\right|^{2}\right)^{\frac{1}{2}} \\
& \leq \sum_{i=1}^{k}\left(\mathbb{E}\left(\left(\Phi-\Phi_{n}\right) \cdot W\left(t_{i}\right), h_{i}\right)_{H}^{2}\right)^{\frac{1}{2}} \leq \sum_{i=1}^{k}\left\|h_{i}\right\|_{H}\left(\mathbb{E}\left\|\left(\Phi-\Phi_{n}\right) \cdot W\left(t_{i}\right)\right\|_{H}^{2}\right)^{\frac{1}{2}} \\
& =\sum_{i=1}^{k}\left\|h_{i}\right\|_{H}\left\|\Phi-\Phi_{n}\right\|_{t_{i}} \leq\left\|\Phi-\Phi_{n}\right\|_{T} \sum_{i=1}^{k}\left\|h_{i}\right\|_{H} \longrightarrow 0
\end{aligned}
$$

as $n \rightarrow \infty$ and the limit of real valued Gaussian random variables in $L^{2}(\Omega, \mathcal{F}, \mathbb{P} ; \mathbb{R})$ is Gaussian [21, Theorem A.7],

$$
\sum_{i=1}^{k}\left(\Phi \cdot W\left(t_{i}\right), h_{i}\right)_{H}=\left(\left(\Phi \cdot W\left(t_{1}\right), \ldots, \Phi \cdot W\left(t_{k}\right)\right),\left(h_{1}, \ldots, h_{k}\right)\right)_{H^{k}}
$$

is a real valued Gaussian random variable. Hence $\Phi \cdot W$ is a Gaussian process.
Since $\Phi_{n} \cdot W(t)$ is independent of $\mathcal{F}_{0}$, for all $A \in \mathcal{F}_{0}, h \in H, n \in \mathbb{N}$ and $t \in[0, T]$

$$
\mathbb{E}\left[e^{i\left(\Phi_{n} \cdot W(t), h\right)_{H}} \chi_{A}\right]=\mathbb{P}(A) \mathbb{E}\left[e^{i\left(\Phi_{n} \cdot W(t), h\right)_{H}}\right]
$$

Since $\Phi_{n} \cdot W \rightarrow \Phi \cdot W$ in $\mathcal{M}_{T}^{2}(H)$ as $n \rightarrow \infty$, then $\Phi_{n} \cdot W(t) \rightarrow \Phi \cdot W(t)$ in $L^{2}(\Omega, \mathcal{F}, \mathbb{P} ; H)$ as $n \rightarrow \infty$ for all $t \in[0, T]$. Thus for all $t \in[0, T]$ there exists a subsequence $\left\{\Phi_{n_{k}}\right\}_{k=0}^{\infty}$ such that $\Phi_{n_{k}} \cdot W(t)$ converges pointwise to $\Phi \cdot W(t)$ almost surely. Hence by Lebesgue's dominated convergence theorem,

$$
\begin{aligned}
& \left|\mathbb{E}\left[e^{i\left(\Phi_{n_{k}} \cdot W(t), h\right)_{H}} \chi_{A}\right]-\mathbb{E}\left[e^{i(\Phi \cdot W(t), h)_{H}} \chi_{A}\right]\right| \\
& \leq \mathbb{E}\left[\left|e^{i\left(\Phi_{n_{k}} \cdot W(t), h\right)_{H}}-e^{i(\Phi \cdot W(t), h)_{H}}\right| \chi_{A}\right] \longrightarrow 0
\end{aligned}
$$

as $k \rightarrow \infty$ for all $A \in \mathcal{F}_{0}$ and $h \in H$. Therefore

$$
\mathbb{E}\left[e^{i(\Phi \cdot W(t), h)_{H}} \chi_{A}\right]=\mathbb{P}(A) \mathbb{E}\left[e^{i(\Phi \cdot W(t), h)_{H}}\right]
$$

for all $A \in \mathcal{F}_{0}, h \in H$ and $t \in[0, T]$. Thus

$$
\mathbb{E}\left[e^{i(\Phi \cdot W(t), h)_{H}} \mid \mathcal{F}_{0}\right]=\mathbb{E}\left[e^{i(\Phi \cdot W(t), h)_{H}}\right]
$$

almost surely for all $h \in H$ and $t \in[0, T]$. Since

$$
\mathbb{E}\left[e^{i(\Phi \cdot W(t), h)_{H}}\right]=\int_{\Omega} e^{i(\Phi \cdot W(t), h)_{H}} d \mathbb{P}=\int_{H} e^{i(x, h)_{H}} \mathcal{L}(\Phi \cdot W(t))(d x)
$$

for all $h \in H$, by Lemma 4.13 for all $B \in \mathcal{B}(H)$ and $t \in[0, T]$

$$
\mathbb{P}\left(\Phi \cdot W(t) \in B \mid \mathcal{F}_{0}\right)=\mathcal{L}(\Phi \cdot W(t))(B)=\mathbb{P}(\Phi \cdot W(t) \in B)
$$

If $A \in \mathcal{F}_{0}$ and $B \in \mathcal{B}(H)$, for all $t \in[0, T]$

$$
\begin{aligned}
\mathbb{P}(A \cap\{\Phi \cdot W(t) \in B\}) & =\mathbb{E}\left(\chi_{A} \chi_{\{\Phi \cdot W(t) \in B\}}\right)=\int_{A} \chi_{\{\Phi \cdot W(t) \in B\}} d \mathbb{P} \\
& =\int_{A} \mathbb{P}\left(\Phi \cdot W(t) \in B \mid \mathcal{F}_{0}\right) d \mathbb{P}=\mathbb{P}(A) \mathbb{P}(\Phi \cdot W(t) \in B)
\end{aligned}
$$

Thus $\Phi \cdot W(t)$ is independent of $\mathcal{F}_{0}$ for all $t \in[0, T]$.

### 4.5.2 The Ito Formula

Let $\varphi \in L^{1}\left(\Omega_{T}, \mathcal{P}_{T}, \mathbb{P}_{T} ; H\right), \Phi \in \mathcal{N}_{W}^{2}(0, T)$ and $X_{0}$ be an $\mathcal{F}_{0}$-measurable $H$-valued random variable. Then the process

$$
X(t)=X_{0}+\int_{0}^{t} \varphi(s) d s+\int_{0}^{t} \Phi(s) d W(s)
$$

for all $t \in[0, T]$ is well defined since the trajectories of $\varphi$ are Bochner integrable almost surely. The process $X$ is continuous and has a predictable version by Lemma 4.26, Theorem 4.38 and Proposition 4.40. Let us assume that the function $F$ : $[0, T] \times H \rightarrow \mathbb{R}$ is continuously differentiable with respect to $t$ and twice continuously differentiable with respect to $h$. Moreover, we assume that $F_{h}$ and $F_{h h}$ are bounded, $F_{t}$ and $F_{h h}$ are uniformly continuous on bounded subsets of $[0, T] \times H$ and $F_{t}$ is Lipschitz continuous with respect to $h$ with integrable Lipschitz constant, i.e., for all $t \in[0, T]$ there exists $L(t)>0$ such that

$$
\left|F_{t}(t, h)-F_{t}(t, f)\right| \leq L(t)\|h-f\|_{H}
$$

for all $f, h \in H$ and $L \in L^{1}(0, T)$.
Theorem 4.43. Under the above conditions for all $t \in[0, T]$ the Ito formula

$$
\begin{aligned}
F(t, X(t))= & F\left(0, X_{0}\right)+\int_{0}^{t}\left(F_{h}(s, X(s)), \Phi(s) d W(s)\right)_{H}+\int_{0}^{t} F_{t}(s, X(s)) d s+ \\
& +\int_{0}^{t}\left(F_{h}(s, X(s)), \varphi(s)\right)_{H} d s+\frac{1}{2} \int_{0}^{t} \operatorname{Tr}\left(F_{h h}(s, X(s)) \Phi(s) Q \Phi^{*}(s)\right) d s
\end{aligned}
$$

is valid almost surely.

Proof. Let us assume that there exist $\varphi_{0} \in H$ and $\Phi_{0} \in B(U, H)$ such that $\varphi(t)=\varphi_{0}$ and $\Phi(t)=\Phi_{0}$ for all $t \in[0, T]$. Then $X(t)=X_{0}+t \varphi_{0}+\Phi_{0} W(t)$ for all $t \in[0, T]$. Since the Wiener process is continuous and $W(t), t \in[0, T]$, is $\mathcal{F}_{t}$-measurable, X is continuous and adapted. Let $s, t \in[0, T]$ such that $s \leq t$. Then

$$
\begin{aligned}
\left(\mathbb{E}\|X(t)-X(s)\|_{H}^{2}\right)^{\frac{1}{2}} & =\left(\mathbb{E}\left\|(t-s) \varphi_{0}+\Phi_{0}(W(t)-W(s))\right\|_{H}^{2}\right)^{\frac{1}{2}} \\
& \leq\left(\mathbb{E}\left\|(t-s) \varphi_{0}\right\|_{H}^{2}\right)^{\frac{1}{2}}+\left(\mathbb{E}\left\|\Phi_{0}(W(t)-W(s))\right\|_{H}^{2}\right)^{\frac{1}{2}} \\
& \left.\leq(t-s)\left\|\varphi_{0}\right\|_{H}+\left\|\Phi_{0}\right\|_{B(U, H)}(\mathbb{E} \| W(t)-W(s)) \|_{U}^{2}\right)^{\frac{1}{2}} \\
& \leq(t-s)\left\|\varphi_{0}\right\|_{H}+\left\|\Phi_{0}\right\|_{B(U, H)} \sqrt{(t-s) \operatorname{Tr} Q}
\end{aligned}
$$

by Lemma 4.33. Hence $X$ is mean square continuous. Therefore $X$ has a predictable version by Lemma 4.20 and Proposition 4.24.

Let the points $0=t_{0}<t_{1}<\ldots<t_{k}=t$ define a partition $\pi$ of a fixed interval $[0, t] \subseteq[0, T]$. We denote $|\pi|:=\max _{0 \leq j \leq k-1}\left(t_{j+1}-t_{j}\right)$. Then

$$
\begin{aligned}
& F(t, X(t))-F\left(0, X_{0}\right) \\
& =\sum_{j=0}^{k-1}\left[F\left(t_{j+1}, X\left(t_{j+1}\right)\right)-F\left(t_{j}, X\left(t_{j+1}\right)\right)\right]+\sum_{j=0}^{k-1}\left[F\left(t_{j}, X\left(t_{j+1}\right)\right)-F\left(t_{j}, X\left(t_{j}\right)\right)\right] .
\end{aligned}
$$

Since $F$ is continuously differentiable with respect to $t$ and twice continuously differentiable with respect to $h$ and $X$ is continuous, by applying Taylor's formula for almost all $\omega \in \Omega$ there exist $\theta_{0}, \theta_{1}, \ldots, \theta_{k-1}, \vartheta_{0}, \vartheta_{1}, \ldots, \vartheta_{k-1} \in[0,1]$ such that

$$
\begin{aligned}
& F(t, X(t))-F\left(0, X_{0}\right) \\
&= \sum_{j=0}^{k-1} F_{t}\left(t_{j+1}, X\left(t_{j+1}\right)\right) \Delta t_{j}+\sum_{j=0}^{k-1}\left[F_{t}\left(\tilde{t}_{j}, X\left(t_{j+1}\right)\right)-F_{t}\left(t_{j+1}, X\left(t_{j+1}\right)\right)\right] \Delta t_{j}+ \\
&+\sum_{j=0}^{k-1}\left(F_{h}\left(t_{j}, X\left(t_{j}\right)\right), \Delta X_{j}\right)_{H}+\frac{1}{2} \sum_{j=0}^{k-1}\left(F_{h h}\left(t_{j}, X\left(t_{j}\right)\right) \Delta X_{j}, \Delta X_{j}\right)_{H}+ \\
&+\frac{1}{2} \sum_{j=0}^{k-1}\left(\left[F_{h h}\left(t_{j}, \tilde{X}_{j}\right)-F_{h h}\left(t_{j}, X\left(t_{j}\right)\right)\right] \Delta X_{j}, \Delta X_{j}\right)_{H}
\end{aligned}
$$

where $\Delta t_{j}:=t_{j+1}-t_{j}, \tilde{t}_{j}:=t_{j}+\theta_{j}\left(t_{j+1}-t_{j}\right), \Delta X_{j}:=X\left(t_{j+1}\right)-X\left(t_{j}\right)$ and $\tilde{X}_{j}:=X\left(t_{j}\right)+\vartheta_{j}\left(X\left(t_{j+1}\right)-X\left(t_{j}\right)\right)$ for all $j=0, \ldots, k-1$. We examine the terms of the Taylor expansion one by one.

Since $F_{t}$ is continuous from $[0, T] \times H$ to $\mathbb{R}$ and $X$ is continuous,

$$
\sum_{j=0}^{k-1} F_{t}\left(t_{j+1}, X\left(t_{j+1}\right)\right) \Delta t_{j}
$$

is an approximation of the Riemann integral $\int_{0}^{t} F_{t}(s, X(s)) d s$ almost surely. Thus

$$
\sum_{j=0}^{k-1} F_{t}\left(t_{j+1}, X\left(t_{j+1}\right)\right) \Delta t_{j} \longrightarrow \int_{0}^{t} F_{t}(s, X(s)) d s
$$

as $|\pi| \rightarrow 0$ almost surely.
Since $X$ is continuous, for almost all $\omega \in \Omega$ the set

$$
A_{\omega}:=\{h \in H: X(s, \omega)=h \text { for some } s \in[0, T]\}
$$

is bounded in $H$. Since $F_{t}$ is uniformly continuous on bounded subsets of $[0, T] \times H$, for all $\varepsilon>0$ there exists $\delta(\omega)>0$ such that $\left|F_{t}(s, h)-F_{t}(r, h)\right|<\varepsilon$ for all $s, r \in[0, t]$, $h \in A_{\omega}$ and $|s-r|<\delta(\omega)$. Let $|\pi|<\delta(\omega)$. Then

$$
\begin{aligned}
& \left|\sum_{j=0}^{k-1}\left[F_{t}\left(\tilde{t}_{j}, X\left(t_{j+1}\right)\right)-F_{t}\left(t_{j+1}, X\left(t_{j+1}\right)\right)\right] \Delta t_{j}\right| \\
& \leq \sum_{j=0}^{k-1}\left|F_{t}\left(\tilde{t}_{j}, X\left(t_{j+1}\right)\right)-F_{t}\left(t_{j+1}, X\left(t_{j+1}\right)\right)\right| \Delta t_{j}<\sum_{j=0}^{k-1} \varepsilon \Delta t_{j}=\varepsilon t
\end{aligned}
$$

since $\left|\tilde{t}_{j}-t_{j+1}\right|=\left(1-\theta_{j}\right)\left(t_{j+1}-t_{j}\right)<\delta(\omega)$ for all $j=0, \ldots, k-1$. Hence

$$
\sum_{j=0}^{k-1}\left[F_{t}\left(\tilde{t}_{j}, X\left(t_{j+1}\right)\right)-F_{t}\left(t_{j+1}, X\left(t_{j+1}\right)\right)\right] \Delta t_{j} \longrightarrow 0
$$

as $|\pi| \rightarrow 0$ almost surely.
The third term has to be divided in two parts

$$
\begin{aligned}
& \sum_{j=0}^{k-1}\left(F_{h}\left(t_{j}, X\left(t_{j}\right)\right), \Delta X_{j}\right)_{H} \\
& =\sum_{j=0}^{k-1}\left(F_{h}\left(t_{j}, X\left(t_{j}\right)\right), \varphi_{0}\right)_{H} \Delta t_{j}+\sum_{j=0}^{k-1}\left(F_{h}\left(t_{j}, X\left(t_{j}\right)\right), \Phi_{0} \Delta W_{j}\right)_{H}
\end{aligned}
$$

where $\Delta W_{j}:=W\left(t_{j+1}\right)-W\left(t_{j}\right)$ for all $j=0, \ldots, k-1$. Since $F_{h}$ is continuous from $[0, T] \times H$ to $H$ and $X$ is continuous, $\left(F_{h}(s, X(s)), \varphi_{0}\right)_{H}, s \in[0, T]$, is continuous. Hence

$$
\sum_{j=0}^{k-1}\left(F_{h}\left(t_{j}, X\left(t_{j}\right)\right), \varphi_{0}\right)_{H} \Delta t_{j} \longrightarrow \int_{0}^{t}\left(F_{h}(s, X(s)), \varphi(s)\right)_{H} d s
$$

as $|\pi| \rightarrow 0$ almost surely. Since $F_{h}$ is bounded, there exists $C>0$ such that $\left\|F_{h}(s, h)\right\|_{H} \leq C$ for all $s \in[0, T]$ and $h \in H$. Since $\left(F_{h}(s, h), \Phi_{0} \cdot\right)_{H}: U \rightarrow \mathbb{R}$ is a bounded linear operator, $\left(F_{h}(s, h), \Phi_{0} \cdot\right)_{H} \in B_{2}\left(U_{0}, \mathbb{R}\right)$ for all $s \in[0, T]$ and $h \in H$. Furthermore,

$$
\left\|\left(F_{h}(s, h), \Phi_{0} \cdot\right)_{H}\right\|_{B_{2}\left(U_{0}, \mathbb{R}\right)} \leq\left\|F_{h}(s, h)\right\|_{H}\|\Phi\|_{B_{2}\left(U_{0}, H\right)} \leq C\|\Phi\|_{B(U, H)} \sqrt{\operatorname{Tr} Q}
$$

Since $X$ has a predictable version and $F_{h}$ is continuous, $\left(F_{h}(s, X(s)), \Phi_{0} \cdot\right)$ has a predictable version with values in $B_{2}\left(U_{0}, \mathbb{R}\right)$. Since

$$
\begin{aligned}
\left\|\left(F_{h}(\cdot, X(\cdot)), \Phi_{0} \cdot\right)_{H}\right\|_{t}^{2} & =\mathbb{E} \int_{0}^{t}\left\|\left(F_{h}(s, X(s)), \Phi_{0} \cdot\right)_{H}\right\|_{B_{2}\left(U_{0}, \mathbb{R}\right)}^{2} d s \\
& \leq t C^{2}\|\Phi\|_{B(U, H)}^{2} \operatorname{Tr} Q
\end{aligned}
$$

$\left(F_{h}(\cdot, X(\cdot)), \Phi_{0} \cdot\right)_{H} \in \mathcal{N}_{W}^{2}\left(0, t ; B_{2}\left(U_{0}, \mathbb{R}\right)\right)$. Hence $\int_{0}^{s}\left(F_{h}(r, X(r)), \Phi(r) d W(r)\right)_{H} \in$ $\mathcal{M}_{t}^{2}(\mathbb{R})$. On the other hand,

$$
G_{\pi}(s):=\sum_{j=0}^{k-1}\left(F_{h}\left(t_{j}, X\left(t_{j}\right)\right), \Phi_{0} \cdot\right)_{H} \chi_{\left(t_{j}, t_{j+i}\right]}(s)
$$

is a $B(U, H)$-valued predictable process for all $s \in[0, t]$ since $X\left(t_{j}\right)$ is $\mathcal{F}_{t_{j}}$-measurable for all $j=0, \ldots, k-1$, and

$$
\left\|G_{\pi}\right\|_{t}^{2}=\mathbb{E} \sum_{j=0}^{k-1}\left\|\left(F_{h}\left(t_{j}, X\left(t_{j}\right)\right), \Phi_{0} \cdot\right)_{H}\right\|_{B_{2}\left(U_{0}, \mathbb{R}\right)}^{2} \Delta t_{j} \leq t C^{2}\|\Phi\|_{B(U, H)}^{2} \operatorname{Tr} Q
$$

Hence $G_{\pi} \in \mathcal{N}_{W}^{2}\left(0, t ; B_{2}\left(U_{0}, \mathbb{R}\right)\right)$. Then

$$
\begin{aligned}
& \mathbb{E}\left|\int_{0}^{t}\left(F_{h}(s, X(s)), \Phi(s) d W(s)\right)_{H}-\sum_{j=0}^{k-1}\left(F_{h}\left(t_{j}, X\left(t_{j}\right)\right), \Phi_{0} \Delta W_{j}\right)_{H}\right|^{2} \\
& =\mathbb{E} \int_{0}^{t}\left\|\left(F_{h}(s, X(s)), \Phi_{0} \cdot\right)_{H}-G_{\pi}(s)\right\|_{B_{2}\left(U_{0}, \mathbb{R}\right)}^{2} d s \\
& =\mathbb{E} \int_{0}^{t} \sum_{j=0}^{k-1}\left\|\left(F_{h}(s, X(s)), \Phi_{0} \cdot\right)_{H}-\left(F_{h}\left(t_{j}, X\left(t_{j}\right)\right), \Phi_{0} \cdot\right)_{H}\right\|_{B_{2}\left(U_{0}, \mathbb{R}\right)}^{2} \chi_{\left(t_{j}, t_{j+i}\right]}(s) d s \\
& \leq\|\Phi\|_{B(U, H)}^{2} \operatorname{Tr} Q \mathbb{E} \int_{0}^{t} \sum_{j=0}^{k-1}\left\|F_{h}(s, X(s))-F_{h}\left(t_{j}, X\left(t_{j}\right)\right)\right\|_{H}^{2} \chi_{\left(t_{j}, t_{j+i}\right]}(s) d s
\end{aligned}
$$

Since $F_{h}$ is continuous and $X$ is continuous, $F_{h}(s, X(s)), s \in[0, T]$, is continuous. Thus

$$
\sum_{j=0}^{k-1}\left\|F_{h}(s, X(s))-F_{h}\left(t_{j}, X\left(t_{j}\right)\right)\right\|_{H}^{2} \chi_{\left(t_{j}, t_{j+i}\right]}(s) \longrightarrow 0
$$

as $|\pi| \rightarrow 0$ almost surely. Since

$$
\sum_{j=0}^{k-1}\left\|F_{h}(s, X(s))-F_{h}\left(t_{j}, X\left(t_{j}\right)\right)\right\|_{H}^{2} \chi_{\left(t_{j}, t_{j+i}\right]}(s) \leq 4 C^{2}
$$

for all $s \in[0, T]$, by Lebesgue's dominated convergence theorem,

$$
\mathbb{E}\left|\int_{0}^{t}\left(F_{h}(s, X(s)), \Phi(s) d W(s)\right)_{H}-\sum_{j=0}^{k-1}\left(F_{h}\left(t_{j}, X\left(t_{j}\right)\right), \Phi_{0} \Delta W_{j}\right)_{H}\right|^{2} \longrightarrow 0
$$

as $|\pi| \rightarrow 0$. Hence there exists a subsequence such that

$$
\sum_{j=0}^{k-1}\left(F_{h}\left(t_{j}, X\left(t_{j}\right)\right), \Phi_{0} \Delta W_{j}\right)_{H} \longrightarrow \int_{0}^{t}\left(F_{h}(s, X(s)), \Phi(s) d W(s)\right)_{H}
$$

as $|\pi| \rightarrow 0$ almost surely.
The fourth term has to be divided in three parts

$$
\begin{aligned}
& \sum_{j=0}^{k-1}\left(F_{h h}\left(t_{j}, X\left(t_{j}\right)\right) \Delta X_{j}, \Delta X_{j}\right)_{H} \\
& =\sum_{j=0}^{k-1}\left(F_{h h}\left(t_{j}, X\left(t_{j}\right)\right) \varphi_{0}, \varphi_{0}\right)_{H}\left(\Delta t_{j}\right)^{2}+\sum_{j=0}^{k-1}\left(F_{h h}\left(t_{j}, X\left(t_{j}\right)\right) \Phi_{0} \Delta W_{j}, \Phi_{0} \Delta W_{j}\right)_{H}+ \\
& \quad+\sum_{j=0}^{k-1}\left[\left(F_{h h}\left(t_{j}, X\left(t_{j}\right)\right) \varphi_{0}, \Phi_{0} \Delta W_{j}\right)_{H}+\left(F_{h h}\left(t_{j}, X\left(t_{j}\right)\right) \Phi_{0} \Delta W_{j}, \varphi_{0}\right)_{H}\right] \Delta t_{j}
\end{aligned}
$$

Since $F_{h h}$ is a bounded function from $[0, T] \times H$ to $B(H)$, i.e., there exists $D>0$ such that $\left\|F_{h h}(t, h)\right\|_{B(H)} \leq D$ for all $(t, h) \in[0, T] \times H$,

$$
\left|\sum_{j=0}^{k-1}\left(F_{h h}\left(t_{j}, X\left(t_{j}\right)\right) \varphi_{0}, \varphi_{0}\right)_{H}\left(\Delta t_{j}\right)^{2}\right| \leq D\left\|\varphi_{0}\right\|_{H}^{2} \sum_{j=0}^{k-1}\left(\Delta t_{j}\right)^{2} \longrightarrow 0
$$

as $|\pi| \rightarrow 0$. Thus

$$
\sum_{j=0}^{k-1}\left(F_{h h}\left(t_{j}, X\left(t_{j}\right)\right) \varphi_{0}, \varphi_{0}\right)_{H}\left(\Delta t_{j}\right)^{2} \longrightarrow 0
$$

as $|\pi| \rightarrow 0$ for all $\omega \in \Omega$. Since $W$ is continuous, for almost all $\omega \in \Omega$ and all $\varepsilon>0$ there exists $\delta(\omega)>0$ such that $\|W(t)-W(s)\|_{U}<\varepsilon$ for all $s, t \in[0, T]$ and $|t-s|<\delta(\omega)$. Let $|\pi|<\delta(\omega)$. Then

$$
\begin{aligned}
& \left|\sum_{j=0}^{k-1}\left[\left(F_{h h}\left(t_{j}, X\left(t_{j}\right)\right) \varphi_{0}, \Phi_{0} \Delta W_{j}\right)_{H}+\left(F_{h h}\left(t_{j}, X\left(t_{j}\right)\right) \Phi_{0} \Delta W_{j}, \varphi_{0}\right)_{H}\right] \Delta t_{j}\right| \\
& \leq 2 D\left\|\varphi_{0}\right\|_{H}\left\|\Phi_{0}\right\|_{B(U, H)} \sum_{j=0}^{k-1}\left\|W\left(t_{j+1}\right)-W\left(t_{j}\right)\right\|_{U} \Delta t_{j}<2 t D\left\|\varphi_{0}\right\|_{H}\left\|\Phi_{0}\right\|_{B(U, H)} \varepsilon .
\end{aligned}
$$

Hence

$$
\sum_{j=0}^{k-1}\left[\left(F_{h h}\left(t_{j}, X\left(t_{j}\right)\right) \varphi_{0}, \Phi_{0} \Delta W_{j}\right)_{H}+\left(F_{h h}\left(t_{j}, X\left(t_{j}\right)\right) \Phi_{0} \Delta W_{j}, \varphi_{0}\right)_{H}\right] \Delta t_{j} \longrightarrow 0
$$

as $|\pi| \rightarrow 0$ almost surely. Let $\left\{f_{l}\right\}_{l=1}^{\infty}$ be an orthonormal basis in $H$. Then by the Lebesgue's dominated convergence theorem,

$$
\begin{aligned}
& \mathbb{E}\left[\chi_{A}\left(F_{h h}\left(t_{j}, X\left(t_{j}\right)\right) \Phi_{0} \Delta W_{j}, \Phi_{0} \Delta W_{j}\right)_{H}\right] \\
& =\mathbb{E}\left[\chi_{A} \sum_{l=1}^{\infty}\left(F_{h h}\left(t_{j}, X\left(t_{j}\right)\right) \Phi_{0} \Delta W_{j}, f_{l}\right)_{H}\left(\Phi_{0} \Delta W_{j}, f_{l}\right)_{H}\right] \\
& =\sum_{l=1}^{\infty} \mathbb{E}\left[\chi_{A}\left(F_{h h}\left(t_{j}, X\left(t_{j}\right)\right) \Phi_{0} \Delta W_{j}, f_{l}\right)_{H}\left(\Phi_{0} \Delta W_{j}, f_{l}\right)_{H}\right]
\end{aligned}
$$

for all $A \in \mathcal{F}_{t_{j}}$ and $j=0, \ldots, k-1$ because for all $n \in \mathbb{N}$

$$
\begin{aligned}
& \sum_{l=1}^{n}\left|\left(F_{h h}\left(t_{j}, X\left(t_{j}\right)\right) \Phi_{0} \Delta W_{j}, f_{l}\right)_{H}\left(\Phi_{0} \Delta W_{j}, f_{l}\right)_{H}\right| \\
& \leq\left\|F_{h h}\left(t_{j}, X\left(t_{j}\right)\right) \Phi_{0} \Delta W_{j}\right\|_{H}\left\|\Phi_{0} \Delta W_{j}\right\|_{H} \leq D\left\|\Phi_{0}\right\|_{B(U, H)}^{2}\left\|\Delta W_{j}\right\|_{U}^{2}
\end{aligned}
$$

and $\mathbb{E}\left\|\Delta W_{j}\right\|_{U}^{2}=\Delta t_{j} \operatorname{Tr} Q$ for all $j=0, \ldots, k-1$. Since $\Delta W_{j}$ is independent of $\mathcal{F}_{t_{j}}$ and $\Phi_{0}^{*} F_{h h}^{*}\left(t_{j}, X\left(t_{j}\right)\right) f_{l}$ is $\mathcal{F}_{t_{j}}$-measurable, according to Proposition 4.10,

$$
\begin{aligned}
& \mathbb{E}\left[\chi_{A}\left(F_{h h}\left(t_{j}, X\left(t_{j}\right)\right) \Phi_{0} \Delta W_{j}, f_{l}\right)_{H}\left(\Phi_{0} \Delta W_{j}, f_{l}\right)_{H}\right] \\
& =\mathbb{E}\left[\chi_{A}\left(\Delta W_{j}, \Phi_{0}^{*} F_{h h}^{*}\left(t_{j}, X\left(t_{j}\right)\right) f_{l}\right)_{H}\left(\Delta W_{j}, \Phi_{0}^{*} f_{l}\right)_{H}\right] \\
& =\mathbb{E}\left[\chi_{A} \mathbb{E}\left(\left(\Delta W_{j}, \Phi_{0}^{*} F_{h}^{*}\left(t_{j}, X\left(t_{j}\right)\right) f_{l}\right)_{H}\left(\Delta W_{j}, \Phi_{0}^{*} f_{l}\right)_{H} \mid \mathcal{F}_{t_{j}}\right)\right] \\
& =\mathbb{E}\left[\chi_{A}\left(\Delta t_{j} Q \Phi_{0}^{*} f_{l}, \Phi_{0}^{*} F_{h h}^{*}\left(t_{j}, X\left(t_{j}\right)\right) f_{l}\right)_{H}\right] \\
& =\Delta t_{j} \mathbb{E}\left[\chi_{A}\left(F_{h h}\left(t_{j}, X\left(t_{j}\right)\right) \Phi_{0} Q \Phi_{0}^{*} f_{l}, f_{l}\right)_{H}\right]
\end{aligned}
$$

for all $A \in \mathcal{F}_{t_{j}}$ and $j=0, \ldots, k-1$ and $l \in \mathbb{N}$. Thus

$$
\begin{aligned}
& \mathbb{E}\left[\chi_{A}\left(F_{h h}\left(t_{j}, X\left(t_{j}\right)\right) \Phi_{0} \Delta W_{j}, \Phi_{0} \Delta W_{j}\right)_{H}\right] \\
& =\sum_{l=1}^{\infty} \Delta t_{j} \mathbb{E}\left[\chi_{A}\left(F_{h h}\left(t_{j}, X\left(t_{j}\right)\right) \Phi_{0} Q \Phi_{0}^{*} f_{l}, f_{l}\right)_{H}\right]
\end{aligned}
$$

for all $A \in \mathcal{F}_{t_{j}}$ and $j=0, \ldots, k-1$. Since

$$
\begin{aligned}
\sum_{l=1}^{n}\left|\left(F_{h h}\left(t_{j}, X\left(t_{j}\right)\right) \Phi_{0} Q \Phi_{0}^{*} f_{l}, f_{l}\right)_{H}\right| & \leq\left\|F_{h h}\left(t_{j}, X\left(t_{j}\right)\right) \Phi_{0} Q \Phi_{0}^{*}\right\|_{B_{1}(H)} \\
& \leq D\left\|\Phi_{0}\right\|_{B(U, H)}^{2} \operatorname{Tr} Q
\end{aligned}
$$

for all $n \in \mathbb{N}$, by Lebesgue's dominated convergence theorem,

$$
\begin{aligned}
& \mathbb{E}\left[\chi_{A}\left(F_{h h}\left(t_{j}, X\left(t_{j}\right)\right) \Phi_{0} \Delta W_{j}, \Phi_{0} \Delta W_{j}\right)_{H}\right] \\
& =\Delta t_{j} \mathbb{E}\left[\chi_{A} \sum_{l=1}^{\infty}\left(F_{h h}\left(t_{j}, X\left(t_{j}\right)\right) \Phi_{0} Q \Phi_{0}^{*} f_{l}, f_{l}\right)_{H}\right] \\
& =\Delta t_{j} \mathbb{E}\left[\chi_{A} \operatorname{Tr}\left(F_{h h}\left(t_{j}, X\left(t_{j}\right)\right) \Phi_{0} Q \Phi_{0}^{*}\right)\right]
\end{aligned}
$$

for all $A \in \mathcal{F}_{t_{j}}$ and $j=0, \ldots, k-1$. Hence

$$
\mathbb{E}\left[\left(F_{h h}\left(t_{j}, X\left(t_{j}\right)\right) \Phi_{0} \Delta W_{j}, \Phi_{0} \Delta W_{j}\right)_{H} \mid \mathcal{F}_{t_{j}}\right]=\Delta t_{j} \operatorname{Tr}\left(F_{h h}\left(t_{j}, X\left(t_{j}\right)\right) \Phi_{0} Q \Phi_{0}^{*}\right)
$$

almost surely for all $j=0, \ldots, k-1$. Since $\left(F_{h h}\left(t_{j}, X\left(t_{j}\right)\right) \Phi_{0} \Delta W_{j}, \Phi_{0} \Delta W_{j}\right)_{H}$ is $\mathcal{F}_{t_{i}}$-measurable for all $0 \leq j<i \leq k-1$ and by Lemma 4.33,

$$
\begin{aligned}
\mathbb{E}\left(F_{h h}\left(t_{j}, X\left(t_{j}\right)\right) \Phi_{0} \Delta W_{j}, \Phi_{0} \Delta W_{j}\right)_{H}^{2} & \leq D^{2}\left\|\Phi_{0}\right\|_{B(U, H)}^{4} \mathbb{E}\left\|\Delta W_{j}\right\|_{U}^{4} \\
& \leq 3 D^{2}\left\|\Phi_{0}\right\|_{B(U, H)}^{4}(\operatorname{Tr} Q)^{2}\left(\Delta t_{j}\right)^{2}
\end{aligned}
$$

we can use Lemma 4.11. Thus

$$
\begin{aligned}
& \mathbb{E}\left(\sum_{j=0}^{k-1}\left(F_{h h}\left(t_{j}, X\left(t_{j}\right)\right) \Phi_{0} \Delta W_{j}, \Phi_{0} \Delta W_{j}\right)_{H}-\sum_{j=0}^{k-1} \operatorname{Tr}\left(F_{h h}\left(t_{j}, X\left(t_{j}\right)\right) \Phi_{0} Q \Phi_{0}^{*}\right) \Delta t_{j}\right)^{2} \\
& =\sum_{j=0}^{k-1}\left[\mathbb{E}\left(F_{h h}\left(t_{j}, X\left(t_{j}\right)\right) \Phi_{0} \Delta W_{j}, \Phi_{0} \Delta W_{j}\right)_{H}^{2}-\mathbb{E}\left(\operatorname{Tr}\left(F_{h h}\left(t_{j}, X\left(t_{j}\right)\right) \Phi_{0} Q \Phi_{0}^{*}\right) \Delta t_{j}\right)^{2}\right] \\
& \leq \sum_{j=0}^{k-1} \mathbb{E}\left(F_{h h}\left(t_{j}, X\left(t_{j}\right)\right) \Phi_{0} \Delta W_{j}, \Phi_{0} \Delta W_{j}\right)_{H}^{2} \\
& \leq 3 D^{2}\left\|\Phi_{0}\right\|_{B(U, H)}^{4}(\operatorname{Tr} Q)^{2} \sum_{j=0}^{k-1}\left(\Delta t_{j}\right)^{2} \longrightarrow 0
\end{aligned}
$$

as $|\pi| \rightarrow 0$. Hence there exists a subsequence such that

$$
\sum_{j=0}^{k-1}\left(F_{h h}\left(t_{j}, X\left(t_{j}\right)\right) \Phi_{0} \Delta W_{j}, \Phi_{0} \Delta W_{j}\right)_{H}-\sum_{j=0}^{k-1} \operatorname{Tr}\left(F_{h h}\left(t_{j}, X\left(t_{j}\right)\right) \Phi_{0} Q \Phi_{0}^{*}\right) \Delta t_{j} \longrightarrow 0
$$

as $|\pi| \rightarrow 0$ almost surely. Since $F_{h h}$ is continuous, $X$ is continuous and $\operatorname{Tr} A-\operatorname{Tr} B=$ $\operatorname{Tr}(A-B)$ for all $A, B \in B_{1}(H)$, the process $\operatorname{Tr}\left(F_{h h}(s, X(s)) \Phi_{0} Q \Phi_{0}^{*}\right)$ is continuous on $[0, T]$. Therefore

$$
\sum_{j=0}^{k-1} \operatorname{Tr}\left(F_{h h}\left(t_{j}, X\left(t_{j}\right)\right) \Phi_{0} Q \Phi_{0}^{*}\right) \Delta t_{j} \longrightarrow \int_{0}^{t} \operatorname{Tr}\left(F_{h h}(s, X(s)) \Phi_{0} Q \Phi_{0}^{*}\right) d s
$$

as $|\pi| \rightarrow 0$ almost surely. Thus

$$
\sum_{j=0}^{k-1}\left(F_{h h}\left(t_{j}, X\left(t_{j}\right)\right) \Phi_{0} \Delta W_{j}, \Phi_{0} \Delta W_{j}\right)_{H} \longrightarrow \int_{0}^{t} \operatorname{Tr}\left(F_{h h}(s, X(s)) \Phi_{0} Q \Phi_{0}^{*}\right) d s
$$

as $|\pi| \rightarrow 0$ almost surely.
Since $F_{h h}$ is uniformly continuous on bounded subsets of $[0, T] \times H$, for all $\varepsilon>0$ and almost all $\omega \in \Omega$ there exists $\delta(\omega)>0$ such that $\left\|F_{h h}(s, h)-F_{h h}(s, f)\right\|_{B(H)}<\varepsilon$ for all $s \in[0, t], f, h \in A_{\omega}$ and $\|h-f\|_{H}<\delta(\omega)$. Since $X$ is continuous, for almost all $\omega \in \Omega$ there exists $\rho(\omega)>0$ such that $\|X(s)-X(r)\|_{H}<\delta(\omega)$ for all $r, s \in[0, t]$ and $|s-r|<\rho(\omega)$. Let $|\pi|<\rho(\omega)$. Then

$$
\left|\sum_{j=0}^{k-1}\left(\left[F_{h h}\left(t_{j}, \tilde{X}_{j}\right)-F_{h h}\left(t_{j}, X\left(t_{j}\right)\right)\right] \Delta X_{j}, \Delta X_{j}\right)_{H}\right|<\varepsilon \sum_{j=0}^{k-1}\left(\Delta X_{j}, \Delta X_{j}\right)_{H}
$$

since $\left\|\tilde{X}_{j}-X\left(t_{j}\right)\right\|_{H}=\vartheta_{j}\left\|X\left(t_{j+1}\right)-X\left(t_{j}\right)\right\|_{H}<\delta(\omega)$ for all $j=0, \ldots, k-1$. The examination of the fourth term showed that there exists a subsequence such that

$$
\sum_{j=0}^{k-1}\left(\Delta X_{j}, \Delta X_{j}\right)_{H} \longrightarrow \int_{0}^{t} \operatorname{Tr}\left(\Phi_{0} Q \Phi_{0}^{*}\right) d s=t \operatorname{Tr}\left(\Phi_{0} Q \Phi_{0}^{*}\right)
$$

as $|\pi| \rightarrow 0$ almost surely. Thus there exists a subsequence such that $\left\{\sum_{j=0}^{k-1}\left\|\Delta X_{j}\right\|_{H}^{2}\right\}$ is a bounded sequence almost surely. By using the subsequence

$$
\sum_{j=0}^{k-1}\left(\left[F_{h h}\left(t_{j}, \tilde{X}_{j}\right)-F_{h h}\left(t_{j}, X\left(t_{j}\right)\right)\right] \Delta X_{j}, \Delta X_{j}\right)_{H} \longrightarrow 0
$$

as $|\pi| \rightarrow 0$ almost surely.
Therefore, if $X(t)=X_{0}+t \varphi_{0}+\Phi_{0} W(t)$, for all $t \in[0, T]$

$$
\begin{aligned}
& F(t, X(t))-F\left(0, X_{0}\right) \\
& =\int_{0}^{t} F_{t}(s, X(s)) d s+\int_{0}^{t}\left(F_{h}(s, X(s)), \varphi_{0}\right)_{H} d s+ \\
& \quad+\int_{0}^{t}\left(F_{h}(s, X(s)), \Phi_{0} d W(s)\right)_{H}+\frac{1}{2} \int_{0}^{t} \operatorname{Tr}\left(F_{h h}(s, X(s)) \Phi_{0} Q \Phi_{0}^{*}\right) d s
\end{aligned}
$$

almost surely.
If $\varphi$ and $\Phi$ are elementary processes, there exist a sequence $0=t_{0}<t_{1}<\ldots<t_{k}=$ $T$ and a number $n_{m} \in \mathbb{N}$ and sets $\left\{A_{m}^{l}\right\}_{l=1}^{n_{m}} \subset \mathcal{F}_{t_{m}}$ for all $m=0, \ldots, k-1$ such that

$$
\begin{aligned}
& \varphi(t, \omega)=\sum_{m=0}^{k-1} \sum_{l=1}^{n_{m}} \varphi_{m}^{l} \chi_{A_{m}^{l}}(\omega) \chi_{\left(t_{m}, t_{m+1}\right]}(t), \\
& \Phi(t, \omega)=\sum_{m=0}^{k-1} \sum_{l=1}^{n_{m}} \Phi_{m}^{l} \chi_{A_{m}^{l}}(\omega) \chi_{\left(t_{m}, t_{m+1}\right]}(t)
\end{aligned}
$$

for all $(t, \omega) \in \Omega_{T}$ where $\varphi_{m}^{l} \in H$ and $\Phi_{m}^{l} \in B(U, H)$ for all $m=0, \ldots, k-1$ and $l=1, \ldots, n_{m}$. Thus

$$
\begin{aligned}
X(t)= & X_{0}+\sum_{m=0}^{k-1} \sum_{l=1}^{n_{m}} \varphi_{m}^{l} \chi_{A_{m}^{l}}\left(t_{m+1} \wedge t-t_{m} \wedge t\right)+ \\
& +\sum_{m=0}^{k-1} \sum_{l=1}^{n_{m}} \Phi_{m}^{l} \chi_{A_{m}^{l}}\left(W\left(t_{m+1} \wedge t\right)-W\left(t_{m} \wedge t\right)\right)
\end{aligned}
$$

for all $t \in[0, T]$. Hence

$$
\begin{aligned}
X(t) & =X\left(t_{m}\right)+\varphi_{m}^{l}\left(t-t_{m}\right)+\Phi_{m}^{l}\left(W(t)-W\left(t_{m}\right)\right) \\
& =X\left(t_{m}\right)-\varphi_{m}^{l} t_{m}-\Phi_{m}^{l} W\left(t_{m}\right)+\varphi_{m}^{l} t+\Phi_{m}^{l} W(t)
\end{aligned}
$$

if $t \in\left[t_{m}, t_{m+1}\right]$ and $\omega \in A_{m}^{l}$ for some $m=0, \ldots, k-1$ and $l=1, \ldots, n_{m}$. Since $X\left(t_{m}\right)-\varphi_{m}^{l} t_{m}-\Phi_{m}^{l} W\left(t_{m}\right)$ is $\mathcal{F}_{t_{m}}$-measurable and the Ito formula is valid pointwise almost surely for processes of the form $X(t)=X_{0}+t \varphi_{0}+\Phi_{0} W(t)$, the Ito formula is valid also almost surely for elementary processes $\varphi$ and $\Phi$.

If $\varphi \in L^{1}\left(\Omega_{T}, \mathcal{P}_{T}, \mathbb{P}_{T} ; H\right)$ and $\Phi \in \mathcal{N}_{W}^{2}(0, T)$, by Propositions 4.25 and 4.37 there exist a sequence $\left\{\varphi_{n}\right\}_{n=1}^{\infty}$ of $H$-valued elementary processes and a sequence $\left\{\Phi_{m}\right\}_{m=1}^{\infty}$ of $B(U, H)$-valued elementary processes such that $\left\|\Phi_{m}-\Phi\right\|_{T} \rightarrow 0$ and $\| \varphi_{n}-$ $\varphi \|_{L^{1}\left(\Omega_{T}, \mathcal{P}_{T}, \mathbb{P}_{T} ; H\right)} \rightarrow 0$ as $m, n \rightarrow \infty$. We define the processes $X$ and $X_{n, m}$ by

$$
\begin{aligned}
X(t) & :=X_{0}+\int_{0}^{t} \varphi(s) d s+\int_{0}^{t} \Phi(s) d W(s) \\
X_{n, m}(t) & :=X_{0}+\int_{0}^{t} \varphi_{n}(s) d s+\int_{0}^{t} \Phi_{m}(s) d W(s)
\end{aligned}
$$

for all $t \in[0, T]$ and $m, n \in \mathbb{N}$. Then $X$ and $X_{n, m}$ for all $m, n \in \mathbb{N}$ have a predictable version. Furthermore, by the Fubini theorem,

$$
\begin{aligned}
& \int_{\Omega_{T}}\left\|X(t, \omega)-X_{n, m}(t, \omega)\right\|_{H} \mathbb{P}_{T}(d t, d \omega) \\
& =\int_{0}^{T} \mathbb{E}\left\|X(t)-X_{n, m}(t)\right\|_{H} d t \\
& \leq \int_{0}^{T}\left[\mathbb{E} \int_{0}^{t}\left\|\varphi(s)-\varphi_{n}(s)\right\|_{H} d s+\mathbb{E}\left\|\left(\Phi-\Phi_{m}\right) \cdot W(s)\right\|_{H}\right] d t \\
& \leq \int_{0}^{T}\left[\left\|\varphi_{n}-\varphi\right\|_{L^{1}\left(\Omega_{T}, \mathcal{P}_{T}, \mathbb{P}_{T} ; H\right)}+\left(\mathbb{E}\left\|\left(\Phi-\Phi_{m}\right) \cdot W(s)\right\|_{H}^{2}\right)^{\frac{1}{2}}\right] d t \\
& =\int_{0}^{T}\left[\left\|\varphi_{n}-\varphi\right\|_{L^{1}\left(\Omega_{T}, \mathcal{P}_{T}, \mathbb{P}_{T} ; H\right)}+\left\|\Phi_{m}-\Phi\right\|_{t}\right] d t \\
& \leq T\left[\left\|\varphi_{n}-\varphi\right\|_{L^{1}\left(\Omega_{T}, \mathcal{P}_{T}, \mathbb{P}_{T} ; H\right)}+\left\|\Phi_{m}-\Phi\right\|_{T}\right] \longrightarrow 0
\end{aligned}
$$

as $m, n \rightarrow \infty$. Hence $X_{n, m} \rightarrow X$ in $L^{1}\left(\Omega_{T}, \mathcal{P}_{T}, \mathbb{P}_{T} ; H\right)$ as $m, n \rightarrow \infty$. Therefore there exists a subsequence such that $X_{n, m}(t, \omega)$ converges pointwise to $X(t, \omega)$ for almost all $(t, \omega) \in \Omega_{T}$. Thus $F\left(t, X_{n, m}(t)\right) \rightarrow F(t, X(t))$ as $m, n \rightarrow \infty$ almost surely for almost all $t \in[0, T]$ because $F$ is continuous.

Since $F_{t}$ is Lipschitz continuous with respect to $h$ with integrable Lipschitz constant, i.e., for all $t \in[0, T]$ there exists $L(t)>0$ such that $\left|F_{t}(t, h)-F_{t}(t, f)\right| \leq L(t)\|h-f\|_{H}$
for all $f, h \in H$ and $L \in L^{1}(0, T)$, for all $t \in[0, T]$

$$
\begin{aligned}
& \mathbb{E}\left|\int_{0}^{t} F_{t}\left(s, X_{n, m}(s)\right) d s-\int_{0}^{t} F_{t}(s, X(s)) d s\right| \\
& \leq \mathbb{E} \int_{0}^{t} L(s)\left\|X_{n, m}(s)-X(s)\right\|_{H} d s \\
& =\int_{0}^{t} L(s) \mathbb{E}\left\|X_{n, m}(s)-X(s)\right\|_{H} d s \\
& \leq\|L\|_{L^{1}(0, T)}\left[\left\|\varphi_{n}-\varphi\right\|_{L^{1}\left(\Omega_{T}, \mathcal{P}_{T}, \mathbb{P}_{T} ; H\right)}+\left\|\mid \Phi_{m}-\Phi\right\|_{T}\right] \longrightarrow 0
\end{aligned}
$$

as $m, n \rightarrow \infty$. Hence for all $t \in[0, T]$ there exists a subsequence such that

$$
\int_{0}^{t} F_{t}\left(s, X_{n, m}(s)\right) d s \longrightarrow \int_{0}^{t} F_{t}(s, X(s)) d s
$$

as $m, n \rightarrow \infty$ almost surely.
Since $F_{h}$ is bounded, for all $t \in[0, T]$

$$
\begin{aligned}
& \mathbb{E}\left|\int_{0}^{t}\left(F_{h}\left(s, X_{n, m}(s)\right), \varphi_{n}(s)\right)_{H} d s-\int_{0}^{t}\left(F_{h}(s, X(s)), \varphi(s)\right)_{H} d s\right| \\
& \leq \mathbb{E} \int_{0}^{t}\left|\left(F_{h}\left(s, X_{n, m}(s)\right), \varphi_{n}(s)-\varphi(s)\right)_{H}\right| d s+ \\
& \quad+\mathbb{E} \int_{0}^{t}\left|\left(F_{h}\left(s, X_{n, m}(s)\right)-F_{h}(s, X(s)), \varphi(s)\right)_{H}\right| d s \\
& \leq \mathbb{E} \int_{0}^{t}\left\|F_{h}\left(s, X_{n, m}(s)\right)\right\|_{H}\left\|\varphi_{n}(s)-\varphi(s)\right\|_{H} d s+ \\
& \quad+\mathbb{E} \int_{0}^{t}\left\|F_{h}\left(s, X_{n, m}(s)\right)-F_{h}(s, X(s))\right\|_{H}\|\varphi(s)\|_{H} d s \\
& \leq C\left\|\varphi_{n}-\varphi\right\|_{L^{1}\left(\Omega_{T}, \mathcal{P}_{T}, \mathbb{P}_{T} ; H\right)}+\mathbb{E} \int_{0}^{t}\left\|F_{h}\left(s, X_{n, m}(s)\right)-F_{h}(s, X(s))\right\|_{H}\|\varphi(s)\|_{H} d s
\end{aligned}
$$

Since $F_{h}$ is continuous and $\varphi \in L^{1}\left(\Omega_{T}, \mathcal{P}_{T}, \mathbb{P}_{T} ; H\right)$, by Lebesgue's dominated convergence theorem for all $t \in[0, T]$

$$
\mathbb{E}\left|\int_{0}^{t}\left(F_{h}\left(s, X_{n, m}(s)\right), \varphi_{n}(s)\right)_{H} d s-\int_{0}^{t}\left(F_{h}(s, X(s)), \varphi(s)\right)_{H} d s\right| \longrightarrow 0
$$

as $m, n \rightarrow \infty$. Hence for all $t \in[0, T]$ there exists a subsequence such that

$$
\int_{0}^{t}\left(F_{h}\left(s, X_{n, m}(s)\right), \varphi_{n}(s)\right)_{H} d s \longrightarrow \int_{0}^{t}\left(F_{h}(s, X(s)), \varphi(s)\right)_{H} d s
$$

as $m, n \rightarrow \infty$ almost surely.

Since $F_{h}$ is bounded, for all $t \in[0, T]$

$$
\begin{aligned}
& \left(\mathbb{E}\left|\int_{0}^{t}\left(F_{h}\left(s, X_{n, m}(s)\right), \Phi_{m}(s) d W(s)\right)_{H}-\int_{0}^{t}\left(F_{h}(s, X(s)), \Phi(s) d W(s)\right)_{H}\right|^{2}\right)^{\frac{1}{2}} \\
& =\left(\left|\mathbb{E} \int_{0}^{t}\left(\Phi_{m}^{*}(s) F_{h}\left(s, X_{n, m}(s)\right)-\Phi^{*}(s) F_{h}(s, X(s)), d W(s)\right)_{U}\right|^{2}\right)^{\frac{1}{2}} \\
& =\left(\mathbb{E} \int_{0}^{t}\left\|\left(\Phi_{m}^{*}(s) F_{h}\left(s, X_{n, m}(s)\right)-\Phi^{*}(s) F_{h}(s, X(s)), \cdot\right)_{U}\right\|_{B_{2}\left(U_{0}, \mathbb{R}\right)}^{2} d s\right)^{\frac{1}{2}} \\
& \leq\left(\mathbb{E} \int_{0}^{t}\left\|\left(F_{h}\left(s, X_{n, m}(s)\right),\left(\Phi_{m}(s)-\Phi(s)\right) \cdot\right)_{U}\right\|_{B_{2}\left(U_{0}, \mathbb{R}\right)}^{2} d s\right)^{\frac{1}{2}}+ \\
& +\left(\mathbb{E} \int_{0}^{t}\left\|\left(\left[F_{h}\left(s, X_{n, m}(s)\right)-F_{h}(s, X(s))\right], \Phi(s) \cdot\right)_{U}\right\|_{B_{2}\left(U_{0}, \mathbb{R}\right)}^{2} d s\right)^{\frac{1}{2}} \\
& \leq\left(\mathbb{E} \int_{0}^{t}\left\|F_{h}\left(s, X_{n, m}(s)\right)\right\|_{H}^{2}\left\|\Phi_{m}(s)-\Phi(s)\right\|_{B_{2}\left(U_{0}, H\right)}^{2} d s\right)^{\frac{1}{2}}+ \\
& \\
& +\left(\mathbb{E} \int_{0}^{t}\left\|F_{h}\left(s, X_{n, m}(s)\right)-F_{h}(s, X(s))\right\|_{H}^{2}\|\Phi(s)\|_{B_{2}\left(U_{0}, H\right)}^{2} d s\right)^{\frac{1}{2}} \\
& \leq C\left\|\Phi_{m}-\Phi\right\|_{T}+\left(\mathbb{E} \int_{0}^{t}\left\|F_{h}\left(s, X_{n, m}(s)\right)-F_{h}(s, X(s))\right\|_{H}^{2}\|\Phi(s)\|_{B_{2}\left(U_{0}, H\right)}^{2} d s\right)^{\frac{1}{2}} .
\end{aligned}
$$

Since $F_{h}$ is continuous and $\Phi \in \mathcal{N}_{W}^{2}(0, T)$, by Lebesgue's dominated convergence theorem for all $t \in[0, T]$

$$
\mathbb{E}\left|\int_{0}^{t}\left(F_{h}\left(s, X_{n, m}(s)\right), \Phi_{m}(s) d W(s)\right)_{H}-\int_{0}^{t}\left(F_{h}(s, X(s)), \Phi(s) d W(s)\right)_{H}\right|^{2} \longrightarrow 0
$$

as $m, n \rightarrow \infty$. Hence for all $t \in[0, T]$ there exists a subsequence such that

$$
\int_{0}^{t}\left(F_{h}\left(s, X_{n, m}(s)\right), \Phi_{m}(s) d W(s)\right)_{H} \longrightarrow \int_{0}^{t}\left(F_{h}(s, X(s)), \Phi(s) d W(s)\right)_{H}
$$

as $m, n \rightarrow \infty$ almost surely.
Since $F_{h h}\left(s, X_{n, m}(s)\right) \Phi_{m}(s) Q \Phi_{m}^{*}(s)$ and $F_{h h}(s, X(s)) \Phi(s) Q \Phi^{*}(s)$ are nuclear operators for all $s \in[0, T]$,

$$
\begin{aligned}
& \left|\operatorname{Tr}\left[F_{h h}\left(s, X_{n, m}(s)\right) \Phi_{m}(s) Q \Phi_{m}^{*}(s)\right]-\operatorname{Tr}\left[F_{h h}(s, X(s)) \Phi(s) Q \Phi^{*}(s)\right]\right| \\
& =\left|\operatorname{Tr}\left[F_{h h}\left(s, X_{n, m}(s)\right) \Phi_{m}(s) Q \Phi_{m}^{*}(s)-F_{h h}(s, X(s)) \Phi(s) Q \Phi^{*}(s)\right]\right| \\
& \leq\left\|F_{h h}\left(s, X_{n, m}(s)\right) \Phi_{m}(s) Q \Phi_{m}^{*}(s)-F_{h h}(s, X(s)) \Phi(s) Q \Phi^{*}(s)\right\|_{B_{1}(H)} .
\end{aligned}
$$

Since $F_{h h}$ is bounded, for all $t \in[0, T]$

$$
\begin{aligned}
& \mathbb{E}\left|\int_{0}^{t} \operatorname{Tr}\left(F_{h h}\left(s, X_{n, m}(s)\right) \Phi_{m}(s) Q \Phi_{m}^{*}(s)\right) d s-\int_{0}^{t} \operatorname{Tr}\left(F_{h h}(s, X(s)) \Phi(s) Q \Phi^{*}(s)\right) d s\right| \\
& \leq \mathbb{E} \int_{0}^{t}\left\|F_{h h}\left(s, X_{n, m}(s)\right) \Phi_{m}(s) Q \Phi_{m}^{*}(s)-F_{h h}(s, X(s)) \Phi(s) Q \Phi^{*}(s)\right\|_{B_{1}(H)} d s \\
& \leq \mathbb{E} \int_{0}^{t}\left\|\left[F_{h h}\left(s, X_{n, m}(s)\right)-F_{h h}(s, X(s))\right] \Phi(s) Q \Phi^{*}(s)\right\|_{B_{1}(H)} d s+ \\
&+\mathbb{E} \int_{0}^{t}\left\|F_{h h}\left(s, X_{n, m}(s)\right) \Phi(s) Q\left(\Phi_{m}^{*}(s)-\Phi^{*}(s)\right)\right\|_{B_{1}(H)} d s+ \\
&+\mathbb{E} \int_{0}^{t}\left\|F_{h h}\left(s, X_{n, m}(s)\right)\left(\Phi_{m}(s)-\Phi(s)\right) Q \Phi_{m}^{*}(s)\right\|_{B_{1}(H)} d s \\
& \leq \mathbb{E} \int_{0}^{t}\left\|F_{h h}\left(s, X_{n, m}(s)\right)-F_{h h}(s, X(s))\right\|_{B(H)}\|\Phi(s)\|_{B_{2}\left(U_{0}, H\right)}^{2} d s+ \\
&+\mathbb{E} \int_{0}^{t}\left\|F_{h h}\left(s, X_{n, m}(s)\right)\right\|_{B(H)}\|\Phi(s)\|_{B_{2}\left(U_{0}, H\right)}\left\|\Phi_{m}(s)-\Phi(s)\right\|_{B_{2}\left(U_{0}, H\right)} d s+ \\
&+\mathbb{E} \int_{0}^{t}\left\|F_{h h}\left(s, X_{n, m}(s)\right)\right\|_{B(H)}\left\|\Phi_{m}(s)-\Phi(s)\right\|_{B_{2}\left(U_{0}, H\right)}\left\|\Phi_{m}(s)\right\|_{B_{2}\left(U_{0}, H\right)} d s \\
& \leq \mathbb{E} \int_{0}^{t}\left\|F_{h h}\left(s, X_{n, m}(s)\right)-F_{h h}(s, X(s))\right\|_{B(H)}\|\Phi(s)\|_{B_{2}\left(U_{0}, H\right)}^{2} d s+ \\
&+D\left(\|\Phi\|_{T}+\left\|\Phi_{m}\right\| \|_{T}\right)\left\|\Phi_{m}-\Phi\right\|_{T} .
\end{aligned}
$$

Since $\left\{\Phi_{m}\right\}_{m=1}^{\infty}$ is a convergent sequence in $\mathcal{N}_{W}^{2}(0, T)$, it is also bounded. Therefore by Lebesgue's dominated convergence theorem for all $t \in[0, T]$

$$
\mathbb{E}\left|\int_{0}^{t}\left[\operatorname{Tr}\left(F_{h h}\left(s, X_{n, m}(s)\right) \Phi_{m}(s) Q \Phi_{m}^{*}(s)\right)-\operatorname{Tr}\left(F_{h h}(s, X(s)) \Phi(s) Q \Phi^{*}(s)\right)\right] d s\right| \longrightarrow 0
$$

as $m, n \rightarrow \infty$ since $F_{h h}$ is continuous and $\Phi \in \mathcal{N}_{W}^{2}(0, T)$. Hence for all $t \in[0, T]$ there exists a subsequence such that

$$
\int_{0}^{t} \operatorname{Tr}\left(F_{h h}\left(s, X_{n, m}(s)\right) \Phi_{m}(s) Q \Phi_{m}^{*}(s)\right) d s \longrightarrow \int_{0}^{t} \operatorname{Tr}\left(F_{h h}(s, X(s)) \Phi(s) Q \Phi^{*}(s)\right) d s
$$

as $m, n \rightarrow \infty$ almost surely.
Therefore

$$
\begin{aligned}
& F(t, X(t))-F\left(0, X_{0}\right) \\
& =\int_{0}^{t} F_{t}(s, X(s)) d s+\int_{0}^{t}\left(F_{h}(s, X(s)), \varphi(s)\right)_{H} d s+ \\
& \quad+\int_{0}^{t}\left(F_{h}(s, X(s)), \Phi(s) d W(s)\right)_{H}+\frac{1}{2} \int_{0}^{t} \operatorname{Tr}\left(F_{h h}(s, X(s)) \Phi(s) Q \Phi^{*}(s)\right) d s
\end{aligned}
$$

for almost all $(t, \omega) \in \Omega_{T}$. Since both sides are continuous with respect to $t$, the Ito formula is valid almost surely for all $t \in[0, T]$.

### 4.6 Linear Equation with Additive Noise

Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space and $\left\{\mathcal{F}_{t}\right\}_{t \geq 0}$ a normal filtration. Let $\left(H,(\cdot, \cdot)_{H}\right)$ and $\left(U,(\cdot, \cdot)_{U}\right)$ be real separable Hilbert spaces and $Q \in B(U)$ a positive self-adjoint
trace class operator with $\operatorname{Ker} Q=\{0\}$. Let $W(t), t \geq 0$, be a $Q$-Wiener process in $(\Omega, \mathcal{F}, \mathbb{P})$ with values in $U$ with respect to the filtration $\left\{\mathcal{F}_{t}\right\}_{t \geq 0}$. We consider the linear equation

$$
\left\{\begin{array}{l}
d X(t)=[A X(t)+f(t)] d t+B d W(t)  \tag{4.14}\\
X(0)=X_{0}
\end{array}\right.
$$

where $A: \mathcal{D}(A) \subset H \rightarrow H$ and $B: U \rightarrow H$ are linear operators and $f$ is an $H$ valued stochastic process. We assume that $A$ is sectorial and hence generates an analytic semigroup $\{U(t)\}_{t \geq 0}$ in $H$. In addition, $\mathcal{D}(A)$ is dense in $H$. Therefore the semigroup $U(t)$ is strongly continuous. The operator $B$ is assumed to be bounded. It is natural to require that $f \in L^{1}\left(\Omega_{T}, \mathcal{P}_{T}, \mathbb{P}_{T} ; H\right)$ for some $T>0$, i.e., $f$ is an integrable $H$-valued predictable process and $X_{0}$ is $\mathcal{F}_{0}$-measurable.
Definition 4.44. An $H$-valued predictable process $X(t), t \in[0, T]$, is said to be a (strong) solution to the stochastic initial value problem (4.14) if $X(t, \omega) \in \mathcal{D}(A)$ for almost all $(t, \omega) \in \Omega_{T}, A X \in L^{1}\left(\Omega_{T}, \mathcal{P}_{T}, \mathbb{P}_{T} ; H\right)$ and for all $t \in[0, T]$

$$
X(t)=X_{0}+\int_{0}^{t}[A X(s)+f(s)] d s+B W(t)
$$

almost surely.
A strong solution has a continuous modification by Lemma 4.26 and Theorem 4.38.
We denote

$$
f_{A}(t):=\int_{0}^{t} U(t-s) f(s) d s \quad \text { and } \quad W_{A}(t):=\int_{0}^{t} U(t-s) B d W(s)
$$

for all $t \in[0, T]$. The processes $f_{A}$ and $W_{A}$ have a great importance in our study of linear equations. The following lemma and proposition present the basic properties of $f_{A}$ and $W_{A}$.
Lemma 4.45. The process $f_{A}$ has a predictable version.
Proof. Since $U(t)$ is strongly continuous, it is measurable from $[0, T]$ to $B(H)$. By Proposition 2.2 there exist $\theta \in \mathbb{R}$ and $M>0$ such that $\|U(t)\|_{B(H)} \leq M e^{\theta t}$ for all $t>0$. Thus $U(t-\cdot) f$ is a predictable process on $\Omega_{t}$ for all $t \in[0, T]$ and

$$
\begin{aligned}
\mathbb{E} \int_{0}^{t}\|U(t-s) f(s)\|_{H} d s & \leq \mathbb{E} \int_{0}^{t}\|U(t-s)\|_{B(H)}\|f(s)\|_{H} d s \\
& \leq \max \left\{1, M, M e^{\theta T}\right\} \mathbb{E} \int_{0}^{t}\|f(s)\|_{H} d s \\
& =\max \left\{1, M, M e^{\theta T}\right\}\|f\|_{L^{1}\left(\Omega_{T}, \mathcal{P}_{T}, \mathbb{P}_{T} ; H\right)} .
\end{aligned}
$$

Hence the process $f_{A}$ is well-defined because the trajectories of $U(t-\cdot) f$ are Bochner integrable almost surely. Furthermore, $f_{A}$ is adapted. Let $0 \leq s<t \leq T$. Then

$$
\begin{aligned}
& \mathbb{E}\left\|f_{A}(t)-f_{A}(s)\right\|_{H} \\
& =\mathbb{E}\left\|\int_{0}^{s}(U(t-r)-U(s-r)) f(r) d r+\int_{s}^{t} U(t-r) f(r) d r\right\|_{H} \\
& \leq \mathbb{E} \int_{0}^{T} \chi_{[0, s]}(r)\|U(t-r)-U(s-r)\|_{B(H)}\|f(r)\|_{H} d r+ \\
& \quad+\mathbb{E} \int_{0}^{T} \chi_{[s, t]}(r)\|U(t-r)\|_{B(H)}\|f(r)\|_{H} d r .
\end{aligned}
$$

Since $U$ is strongly continuous and $\|U(t)\|_{B(H)} \leq \max \left(1, M, M e^{\theta T}\right)$ for all $t \in$ $[0, T]$ and $f \in L^{1}\left(\Omega_{T}, \mathcal{P}_{T}, \mathbb{P}_{T} ; H\right)$, by Lebesgue's dominated convergence theorem $\mathbb{E}\left\|f_{A}(t)-f_{A}(s)\right\|_{H} \rightarrow 0$ as $|t-s| \rightarrow 0$. Therefore $f_{A}$ is stochastically continuous since for all $\varepsilon>0$ and $\delta>0$ there exists $\rho>0$ such that $\mathbb{E}\left\|f_{A}(t)-f_{A}(s)\right\|_{H}<\varepsilon \delta$ if $|t-s|<\rho$, and hence

$$
\mathbb{P}\left(\left\|f_{A}(t)-f_{A}(s)\right\|_{H} \geq \varepsilon\right) \leq \frac{\mathbb{E}\left\|f_{A}(t)-f_{A}(s)\right\|_{H}}{\varepsilon}<\delta
$$

if $|t-s|<\rho$. Therefore $f_{A}$ has a predictable version by Proposition 4.24.

The process $W_{A}$ is called a stochastic convolution.

Proposition 4.46. The process $W_{A}$ is Gaussian, continuous in mean square and has a predictable version. In addition,

$$
\operatorname{Cov} W_{A}(t)=\int_{0}^{t} U(t-s) B Q B^{*} U^{*}(t-s) d s
$$

for all $t \in[0, T]$.

Proof. Since $U(t)$ is strongly continuous, it is measurable from $[0, T]$ to $B(H)$. Furthermore, for all $t \in[0, T]$

$$
\begin{aligned}
\int_{0}^{t}\|U(t-s) B\|_{B_{2}\left(U_{0}, H\right)}^{2} d s & \leq \int_{0}^{t}\|U(t-s)\|_{B(H)}^{2}\|B\|_{B(U, H)}^{2} \operatorname{Tr} Q d s \\
& \leq\|B\|_{B(U, H)}^{2} \operatorname{Tr} Q \int_{0}^{t} M^{2} e^{2 \theta(t-s)} d s \\
& \leq-\frac{M^{2}}{2 \theta}\left(1-e^{2 \theta t}\right)\|B\|_{B(U, H)}^{2} \operatorname{Tr} Q
\end{aligned}
$$

Hence $U(t-\cdot) B \in L^{2}\left(0, t ; B_{2}\left(U_{0}, H\right)\right.$ for all $t \in[0, T]$. Thus the process $W_{A}$ is well defined and adapted. Let $0 \leq s<t \leq T$. Then

$$
\begin{aligned}
& W_{A}(t)-W_{A}(s) \\
& =\int_{0}^{s}(U(t-r)-U(s-r)) B d W(r)+\int_{s}^{t} U(t-r) B d W(r) \\
& =\int_{0}^{T} \chi_{[0, s]}(r)(U(t-r)-U(s-r)) B d W(r)+\int_{0}^{T} \chi_{[s, t]}(r) U(t-r) B d W(r)
\end{aligned}
$$

Thus

$$
\begin{aligned}
&\left(\mathbb{E}\left\|W_{A}(t)-W_{A}(s)\right\|_{H}^{2}\right)^{\frac{1}{2}} \\
& \leq\left(\mathbb{E}\left\|\int_{0}^{T} \chi_{[0, s]}(r)(U(t-r)-U(s-r)) B d W(r)\right\|_{H}^{2}\right)^{\frac{1}{2}}+ \\
&+\left(\mathbb{E}\left\|\int_{0}^{T} \chi_{[s, t]}(r) U(t-r) B d W(r)\right\|_{H}^{2}\right)^{\frac{1}{2}} \\
&=\left(\mathbb{E} \int_{0}^{T}\left\|\chi_{[0, s]}(r)(U(t-r)-U(s-r)) B\right\|_{B_{2}\left(U_{0}, H\right)}^{2} d s\right)^{\frac{1}{2}}+ \\
&+\left(\mathbb{E} \int_{0}^{T}\left\|\chi_{[s, t]}(r) U(t-r) B\right\|_{B_{2}\left(U_{0}, H\right)}^{2} d s\right)^{\frac{1}{2}} \\
& \leq\|B\|_{B(U, H)} \sqrt{\operatorname{Tr} Q}\left(\int_{0}^{T} \chi_{[0, s]}(r)\|U(t-r)-U(s-r)\|_{B(H)}^{2} d s\right)^{\frac{1}{2}}+ \\
&+\|B\|_{B(U, H)} \sqrt{\operatorname{Tr} Q}\left(\int_{0}^{T} \chi_{[s, t]}(r)\|U(t-r)\|_{B(H)}^{2} d s\right)^{\frac{1}{2}}
\end{aligned}
$$

Since $\|U(t)\|_{B(H)} \leq \max \left(1, M, M e^{\theta T}\right)$ for all $t \in[0, T]$ and $U$ is strongly continuous, by Lebesgue's dominated convergence theorem $\mathbb{E}\left\|W_{A}(t)-W_{A}(s)\right\|_{H}^{2} \rightarrow 0$ as $|t-s| \rightarrow$ 0 . Therefore $W_{A}$ is mean square continuous. Hence $W_{A}$ has a predictable version by Lemma 4.20 and Proposition 4.24.

We want to show that for all $n \in \mathbb{N}$ and $t_{1}, \ldots, t_{n} \in[0, T]$ the $H^{n}$-valued random variable $\left(W_{A}\left(t_{1}\right), \ldots, W_{A}\left(t_{n}\right)\right)$ is Gaussian. Let $h_{1}, \ldots, h_{n} \in H$. We need to prove that

$$
\left(\left(W_{A}\left(t_{1}\right), \ldots, W_{A}\left(t_{n}\right)\right),\left(h_{1}, \ldots, h_{n}\right)\right)_{H^{n}}:=\sum_{i=1}^{n}\left(W_{A}\left(t_{i}\right), h_{i}\right)_{H}
$$

is a real valued Gaussian random variable. We may assume that $0 \leq t_{1}<\ldots<t_{n} \leq$ $T$. Then

$$
\begin{aligned}
\sum_{i=1}^{n}\left(W_{A}\left(t_{i}\right), h_{i}\right)_{H} & =\sum_{i=1}^{n}\left(\int_{0}^{t_{i}} U\left(t_{i}-s\right) B d W(s), h_{i}\right)_{H} \\
& =\sum_{i=1}^{n}\left(\sum_{j=1}^{i} \int_{t_{j-1}}^{t_{j}} U\left(t_{i}-s\right) B d W(s), h_{i}\right)_{H} \\
& =\sum_{j=1}^{n}\left(\int_{t_{j-1}}^{t_{j}} U\left(t_{j}-s\right) B d W(s), \sum_{i=j}^{n} U^{*}\left(t_{i}-t_{j}\right) h_{i}\right)_{H}
\end{aligned}
$$

Since $U(t-\cdot) B \in L^{2}\left(0, t ; B_{2}\left(U_{0}, H\right)\right.$ for all $t \in[0, T]$,

$$
\int_{s}^{t} U(t-r) B d W(r)
$$

is a Gaussian $\mathcal{F}_{t}$-measurable random variable independent of $\mathcal{F}_{s}$ for all $0 \leq s<$ $t \leq T$ by Lemma 4.42. The sum of mutually independent real valued Gaussian random variables is Gaussian. Hence $W_{A}$ is a Gaussian process. By Lemma 4.42 the covariance of $W_{A}(t)$ is as claimed.

Let $X(t), t \in[0, T]$, be a strong solution to the stochastic initial value problem (4.14) and $t \in[0, T]$. Then there exists a sequence $\left\{t_{n}\right\}_{n=1}^{\infty}$ such that $t_{n}<t$ for all $n \in \mathbb{N}$ and $t_{n} \rightarrow t$ as $n \rightarrow \infty$. Let $h \in H$ and $n \in \mathbb{N}$. We define the function $F:\left[0, t_{n}\right] \times H \rightarrow \mathbb{R}$ by $F(s, x)=(U(t-s) x, h)_{H}$. Then $F$ is continuously differentiable with respect to $s$ and twice continuously differentiable with respect to $x$ and

$$
\left\{\begin{array}{l}
F_{s}(s, x)=(-A U(t-s) x, h)_{H} \\
F_{x}(s, x)=U^{*}(t-s) h \\
F_{x x}(s, x)=0
\end{array}\right.
$$

since $U(t)$ is strongly continuous, $A U(t)$ is continuous on $(0, \infty)$ and for all $t>0$

$$
\left\{\begin{array}{l}
\|U(t)\|_{B(H)} \leq M e^{\theta t} \\
\|A U(t)\|_{B(H)} \leq C t^{-1} e^{(\theta+1) t}
\end{array}\right.
$$

for some $\theta \in \mathbb{R}, M>0$ and $C>0$ according to Proposition 2.2. Furthermore, $F_{s}$ is uniformly continuous on bounded subsets of $\left[0, t_{n}\right] \times H$ and Lipschitz continuous with respect to $x$ with Lipschitz constant

$$
L(s)=C\|h\|_{H} e^{(\theta+1)(t-s)}(t-s)^{-1}
$$

which is integrable on $\left[0, t_{n}\right]$, and $F_{x}$ is bounded. Then by the Ito formula,

$$
\begin{aligned}
F\left(t_{n}, X\left(t_{n}\right)\right)= & F\left(0, X_{0}\right)+\int_{0}^{t_{n}}\left(F_{x}(s, X(s)), B d W(s)\right)_{H}+ \\
& +\int_{0}^{t_{n}} F_{s}(s, X(s)) d s+\int_{0}^{t_{n}}\left(F_{x}(s, X(s)), A X(s)+f(s)\right)_{H} d s \\
= & \left(U(t) X_{0}, h\right)_{H}+\int_{0}^{t_{n}}\left(U^{*}(t-s) h, A X(s)+f(s)\right)_{H} d s+ \\
& +\int_{0}^{t_{n}}(-A U(t-s) X(s), h)_{H} d s+\int_{0}^{t_{n}}\left(U^{*}(t-s) h, B d W(s)\right)_{H} \\
= & \left(U(t) X_{0}, h\right)_{H}+\int_{0}^{t_{n}}(U(t-s) A X(s)-A U(t-s) X(s), h)_{H} d s+ \\
& +\int_{0}^{t_{n}}(U(t-s) f(s), h)_{H} d s+\int_{0}^{t_{n}}(U(t-s) B d W(s), h)_{H}
\end{aligned}
$$

almost surely. Since $A U(t) x=U(t) A x$ for all $x \in \mathcal{D}(A)$ and $X(t, \omega) \in \mathcal{D}(A)$ for almost all $(t, \omega) \in \Omega_{T}$,

$$
\begin{aligned}
& \left(U\left(t-t_{n}\right) X\left(t_{n}\right), h\right)_{H} \\
& =\left(U(t) X_{0}+\int_{0}^{t_{n}} U(t-s) f(s) d s+\int_{0}^{t_{n}} U(t-s) B d W(s), h\right)_{H}
\end{aligned}
$$

almost surely. Thus

$$
U\left(t-t_{n}\right) X\left(t_{n}\right)=U(t) X_{0}+\int_{0}^{t_{n}} U(t-s) f(s) d s+\int_{0}^{t_{n}} U(t-s) B d W(s)
$$

almost surely. Since the strong solution has a continuous modification, the analytic semigroup is strongly continuous and the integrals are continuous processes by Lemma 4.26 and Theorem 4.38,

$$
X(t)=U(t) X_{0}+\int_{0}^{t} U(t-s) f(s) d s+\int_{0}^{t} U(t-s) B d W(s)
$$

for all $t \in[0, T]$ almost surely.

Theorem 4.47. Under the above assumptions if the stochastic initial value problem (4.14) has a strong solution, it is given by the formula

$$
\begin{equation*}
X(t)=U(t) X_{0}+\int_{0}^{t} U(t-s) f(s) d s+\int_{0}^{t} U(t-s) B d W(s) \tag{4.15}
\end{equation*}
$$

for all $t \in[0, T]$ almost surely.

By Lemma 4.45 and Proposition 4.46 the right hand side of (4.15) has a predictable modification. It is natural to consider Process (4.15) as a generalized solution to the stochastic initial value problem (4.14) even if it is not the strong solution in the sense of Definition 4.44.

Definition 4.48. The predictable process given by the formula

$$
X(t)=U(t) X_{0}+\int_{0}^{t} U(t-s) f(s) d s+\int_{0}^{t} U(t-s) B d W(s)
$$

for all $t \in[0, T]$ almost surely is called the weak solution to the stochastic initial value problem (4.14).

## Chapter 5

## Complete Electrode Model

In electrical impedance tomography (EIT) electric currents are applied to electrodes on the surface of an object and the resulting voltages are measured using the same electrodes. If the conductivity distribution inside the object is known, the forward problem of EIT is to calculate the electrode potentials corresponding to given electrode currents. In this chapter we introduce the most realistic model for the EIT, the complete electrode model (CEM). It takes into account the electrodes on the surface of the object as well as contact impedances between the object and electrodes. The existence and uniqueness of the weak solution to the complete electrode model in bounded domains has been shown in the article [48]. Usually in applications the requirement of the boundedness of the object is fulfilled. Since we are interested in electrical impedance process tomography and assume that the pipeline is infinitely long, we need the analogous result in unbounded domains. Because of the state estimation approach to the electrical impedance process tomography problem we examine the Fréchet differentiability of the electrode potentials with respect to the conductivity distribution. The results concerning unbounded domains are made by the author.

### 5.1 Complete Electrode Model in Bounded Domains

Let $D$ be a bounded domain in $\mathbb{R}^{n}, n \geq 2$, with a smooth boundary $\partial D$ and $\sigma$ a conductivity distribution in $D$. We assume that $\sigma \in L^{\infty}(\bar{D})$, i.e., $\sigma$ is essentially bounded in the domain $D$ up to the boundary. To the surface of the body $D$ we attach $L$ electrodes. We identify the electrode with the part of the surface it contacts. These subsets of $\partial D$ we denote by $e_{l}$ for all $1 \leq l \leq L$. The electrodes $e_{l}$ are assumed to be open connected subsets of $\partial D$ for all $1 \leq l \leq L$ whose closures are disjoint. In the case $n \geq 3$ we assume that the boundaries of electrodes are smooth curves on $\partial D$. Through these electrodes we inject current into the body and on the same electrodes we measure the resulting voltages. The current applied to the electrode $e_{l}$ is marked with $I_{l}$ for all $1 \leq l \leq L$. We call a vector $I:=\left(I_{1}, \ldots, I_{L}\right)^{T}$ of $L$ currents a current pattern if it satisfies the conservation of charge condition $\sum_{l=1}^{L} I_{l}=0$. The corresponding voltage pattern we denote by $U:=\left(U_{1}, \ldots, U_{L}\right)^{T}$. We choose the ground or reference potential so that $U_{1}=0$. If the voltage pattern $U$ instead of the current pattern $I$ were given, the electric potential $u$ in the interior of the domain
$D$ would satisfy the boundary value problem

$$
\begin{array}{rlrl}
\nabla \cdot \sigma \nabla u & =0 & \text { in } D \\
u+z_{l} \sigma \frac{\partial u}{\partial \nu} & =U_{l} & & \text { on } e_{l}, 1 \leq l \leq L \\
\sigma \frac{\partial u}{\partial \nu} & =0 & & \text { on } \partial D \backslash \cup_{l=1}^{L} e_{l} \tag{5.3}
\end{array}
$$

where $z_{l} \in \mathbb{R}_{+}$is the contact impedance on the electrode $e_{l}$ for all $1 \leq l \leq L$ and $\nu$ is the exterior unit normal on $\partial D$. We denote $z:=\left(z_{1}, \ldots, z_{L}\right)^{T}$. The weak solution to the boundary value problem (5.1)-(5.3) is defined to be the solution $u \in H^{1}(D)$ to the variational problem

$$
\int_{D} \sigma(x) \nabla u(x) \cdot \nabla v(x) d x+\sum_{l=1}^{L} \frac{1}{z_{l}} \int_{e_{l}} u(x) v(x) d S(x)=\sum_{l=1}^{L} \frac{1}{z_{l}} U_{l} \int_{e_{l}} v(x) d S(x)
$$

for all $v \in H^{1}(D)$ with appropriate assumptions on the conductivity $\sigma$ and contact impedances $z$. The corresponding current pattern would be given by

$$
I_{l}=\int_{e_{l}} \sigma \frac{\partial u}{\partial \nu} d S
$$

for all $1 \leq l \leq L$. Since we want to inject current and measure voltage, the boundary value problem we are interested in is

$$
\begin{align*}
\nabla \cdot \sigma \nabla u & =0 & & \text { in } D  \tag{5.4}\\
\sigma \frac{\partial u}{\partial \nu} & =0 & & \text { on } \partial D \backslash \cup_{l=1}^{L} e_{l}  \tag{5.5}\\
\int_{e_{l}} \sigma \frac{\partial u}{\partial \nu} d S & =I_{l}, & & 1 \leq l \leq L \tag{5.6}
\end{align*}
$$

when the current pattern $I$ is known. Since the boundary value problem (5.4)-(5.6) does not have a unique solution, we add an extra boundary condition, namely

$$
\begin{equation*}
u+z_{l} \sigma \frac{\partial u}{\partial \nu}=U_{l} \quad \text { on } e_{l}, 1 \leq l \leq L \tag{5.7}
\end{equation*}
$$

The boundary value problem (5.4)-(5.7) is called the complete electrode model. We assume that the conductivity distribution and contact impedances are known. For a given current pattern $I$ the solution to the complete electrode model contains the electric potential $u$ in the interior of the body as well as $L$ surface potentials $U$. We are looking for the solution from the space $H:=H^{1}(D) \oplus \mathbb{R}^{L}$. In the article [48] it has been shown that the complete electrode model has the variational formulation

$$
\begin{equation*}
B((u, U),(v, V))=\sum_{l=1}^{L} I_{l} V_{l} \tag{5.8}
\end{equation*}
$$

for all $(v, V) \in H$ where $B: H \times H \rightarrow \mathbb{R}$ is the bilinear form
$B((u, U),(v, V)):=\int_{D} \sigma(x) \nabla u(x) \cdot \nabla v(x) d x+\sum_{l=1}^{L} \frac{1}{z_{l}} \int_{e_{l}}\left(u(x)-U_{l}\right)\left(v(x)-V_{l}\right) d S(x)$
for all $(u, U),(v, V) \in H$. We notice that if $B((u, U),(u, U))=0$, then $u=U_{1}=$ $\ldots=U_{L}=$ constant. Hence the variational problem (5.8) for all $(v, V) \in H$ cannot have a unique solution in $H$. We can always add a constant to the solution. Thus we need to choose the ground potential.

Theorem 5.1. [48, Theorem 3.3 and Corollary 3.4] Let us assume that there are strictly positive constants $\sigma_{0}, \sigma_{1}$ and $Z$ such that $\sigma_{0} \leq \sigma(x) \leq \sigma_{1}$ for almost all $x \in \bar{D}$ and $z_{l}>Z$ for all $1 \leq l \leq L$. Then for a given current pattern $\left(I_{l}\right)_{l=1}^{L} \in \mathbb{R}^{L}$ there exists a unique $(u, U) \in H$ satisfying

$$
B((u, U),(v, V))=\sum_{l=1}^{L} I_{l} V_{l}
$$

for all $(v, V) \in H$ if the ground potential is chosen such a way that $U_{1}=0$.
In the article [48] it is assumed that $\sigma$ is continuously differentiable in the domain $D$ up to the boundary, i.e., $\sigma \in C^{1}(\bar{D})$ and the ground potential is chosen such a way that $\sum_{l=1}^{L} U_{l}=0$. Nevertheless, in the proof of Theorem 5.1 the assumption of continuous differentiability is not required and any appropriate choice of the ground potential ensures the uniqueness. Hence by Theorem 5.1 for all current patterns the complete electrode model has a unique weak solution in $H$ if it is assumed that the ground potential is chosen such a way that $U_{1}=0$.

### 5.2 Complete Electrode Model in Unbounded Domains

Let $D$ be an unbounded domain in $\mathbb{R}^{n}, n \geq 2$. We use the same notation as above. All assumptions made in Section 5.1 are expected to be valid also in this section. In addition, we suppose that the electrode $e_{l}$ is a bounded subset of $\partial D$ for all $1 \leq l \leq L$. We are interested in such a weak solution to the complete electrode model that the electric potential $u$ is locally square integrable function and its weak derivatives are square integrable, i.e., $u \in L_{\text {loc }}^{2}(D)$ and $\nabla u \in L^{2}\left(D ; \mathbb{R}^{n}\right)$. The local integrability is needed in unbounded domains since we allow the electric potential to be constant and the only square integrable constant function in unbounded domains is the zero function. Our aim is to prove that the complete electrode model has a unique weak solution. We need to modify the definition of the solution space $H$. Let $K$ be a bounded connected open subset of $D$ such that $\partial K$ is smooth and $\cup_{l=1}^{L} e_{l} \subset \partial K$. We define the norm $\|\cdot\|_{\mathcal{H}_{K}^{1}(D)}$ by

$$
\|\varphi\|_{\mathcal{H}_{K}^{1}(D)}:=\left(\int_{D}\|\nabla \varphi(x)\|_{\mathbb{R}^{n}}^{2} d x+\int_{K}|\varphi(x)|^{2} d x\right)^{\frac{1}{2}}
$$

for all $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ and the space $\mathcal{H}_{K}^{1}(D)$ to be the closure of the set $\left\{\left.\varphi\right|_{D}: \varphi \in\right.$ $\left.C_{0}^{\infty}\left(\mathbb{R}^{n}\right)\right\}$ in the norm $\|\cdot\|_{\mathcal{H}_{K}^{1}(D)}$. Then $u \in L^{2}(K)$ and $\nabla u \in L^{2}\left(D ; \mathbb{R}^{n}\right)$ for all $u \in \mathcal{H}_{K}^{1}(D)$. We denote $\mathcal{H}:=\mathcal{H}_{K}^{1}(D) \oplus \mathbb{R}^{L}$ and

$$
\|(u, U)\|_{\mathcal{H}}:=\left(\|u\|_{\mathcal{H}_{K}^{1}(D)}^{2}+\|U\|_{\mathbb{R}^{L}}^{2}\right)^{\frac{1}{2}}
$$

for all $(u, U) \in \mathcal{H}$. We define another norm in $\mathcal{H}$ by

$$
\|(u, U)\|_{0}:=\left(\|\nabla u\|_{L^{2}\left(D ; \mathbb{R}^{n}\right)}^{2}+\sum_{l=1}^{L} \int_{e_{l}}\left|u(x)-U_{l}\right|^{2} d S(x)+\left|U_{1}\right|^{2}\right)^{\frac{1}{2}}
$$

for all $(u, U) \in \mathcal{H}$. The norms $\|\cdot\|_{\mathcal{H}}$ and $\|\cdot\|_{\circ}$ are equivalent.

Lemma 5.2. There exist constants $0<\lambda \leq \Lambda<\infty$ such that

$$
\lambda\|(u, U)\|_{\circ} \leq\|(u, U)\|_{\mathcal{H}} \leq \Lambda\|(u, U)\|_{\circ}
$$

for all $(u, U) \in \mathcal{H}$.

Proof. Let $(u, U) \in \mathcal{H}$. By examining the norm $\|\cdot\|_{\text {o }}$ we obtain that

$$
\begin{aligned}
\|(u, U)\|_{\circ}^{2} & =\|\nabla u\|_{L^{2}\left(D ; \mathbb{R}^{n}\right)}^{2}+\sum_{l=1}^{L} \int_{e_{l}}\left|u(x)-U_{l}\right|^{2} d S(x)+\left|U_{1}\right|^{2} \\
& \leq\|\nabla u\|_{L^{2}\left(D ; \mathbb{R}^{n}\right)}^{2}+2 \sum_{l=1}^{L} \int_{e_{l}}|u(x)|^{2} d S(x)+2 \sum_{l=1}^{L} m\left(e_{l}\right)\left|U_{l}\right|^{2}+\left|U_{1}\right|^{2} \\
& \leq\|\nabla u\|_{L^{2}\left(D ; \mathbb{R}^{n}\right)}^{2}+2\|u\|_{L^{2}(\partial K)}^{2}+\left(2 \max _{1 \leq l \leq L}\left(m\left(e_{l}\right)\right)+1\right)\|U\|_{\mathbb{R}^{L}}^{2}
\end{aligned}
$$

where $m\left(e_{l}\right)$ is the area of the $l^{\text {th }}$ electrode for all $1 \leq l \leq L$. By the continuous imbedding $H^{\frac{1}{2}}(\partial K) \subset L^{2}(\partial K)$ and the trace theorem,

$$
\|u\|_{L^{2}(\partial K)} \leq\|u\|_{H^{\frac{1}{2}}(\partial K)} \leq C\|u\|_{H^{1}(K)} \leq C\|u\|_{\mathcal{H}_{K}^{1}(D)}
$$

for all $u \in \mathcal{H}_{K}^{1}(D)$. Hence

$$
\|(u, U)\|_{\circ}^{2} \leq C\left(\|u\|_{\mathcal{H}_{K}^{1}(D)}^{2}+\|U\|_{\mathbb{R}^{L}}^{2}\right)=C\|(u, U)\|_{\mathcal{H}}^{2}
$$

Thus the first part of the claim is proved.
Let us assume that there does not exist a constant $\Lambda>0$ such that $\|(u, U)\|_{\mathcal{H}} \leq$ $\Lambda\|(u, U)\|_{\circ}$ for all $(u, U) \in \mathcal{H}$. We pick a sequence $\left\{\left(u^{n}, U^{n}\right)\right\}_{n=1}^{\infty} \subset \mathcal{H}$ such that $\left\|\left(u^{n}, U^{n}\right)\right\|_{\mathcal{H}}=1$ and $\left\|\left(u^{n}, U^{n}\right)\right\|_{0}<\frac{1}{n}$ for all $n \in \mathbb{N}$. Then $\left\{u^{n}\right\}_{n=1}^{\infty}$ is a bounded sequence in $H^{1}(K)$ since

$$
\left\|u^{n}\right\|_{H^{1}(K)} \leq\left\|u^{n}\right\|_{\mathcal{H}_{K}^{1}(D)} \leq\left\|\left(u^{n}, U^{n}\right)\right\|_{\mathcal{H}}=1
$$

for all $n \in \mathbb{N}$. By the compact imbedding theorem of Sobolev spaces over bounded domains there exists a subsequence $\left\{u^{n_{k}}\right\}_{k=1}^{\infty}$ such that $u^{n_{k}} \rightarrow u$ in $L^{2}(K)$ as $k \rightarrow \infty$ for some $u \in L^{2}(K)$. However, because for all $n \in \mathbb{N}$

$$
\left\|\nabla u^{n}\right\|_{L^{2}\left(K ; \mathbb{R}^{n}\right)} \leq\left\|\nabla u^{n}\right\|_{L^{2}\left(D ; \mathbb{R}^{n}\right)} \leq\left\|\left(u^{n}, U^{n}\right)\right\|_{\circ}<\frac{1}{n}
$$

$\left\{u^{n_{k}}\right\}_{k=1}^{\infty}$ is a Cauchy sequence in $H^{1}(K)$. Hence $u^{n_{k}} \rightarrow u$ in $H^{1}(K)$ as $k \rightarrow \infty$. Since $\nabla u^{n} \rightarrow 0$ in $L^{2}\left(D ; \mathbb{R}^{n}\right)$ as $n \rightarrow \infty$, the limit $u$ satisfies $\nabla u=0$ in $K$, i.e., $u=$ constant $=c$ in $K$. If we define $u$ to be the constant $c$ in $D$, then $u^{n_{k}} \rightarrow u$ in $\mathcal{H}_{K}^{1}(D)$ as $k \rightarrow \infty$. In addition,

$$
\begin{aligned}
\int_{e_{l}}\left|u^{n}(x)-U_{l}^{n}\right|^{2} d S(x)= & \int_{e_{l}}\left|u^{n}(x)-c-\left(U_{l}^{n}-c\right)\right|^{2} d S(x) \\
= & \int_{e_{l}}\left|u^{n}(x)-c\right|^{2} d S(x)+\left|U_{l}^{n}-c\right|^{2} m\left(e_{l}\right)+ \\
& -2\left(U_{l}^{n}-c\right) \int_{e_{l}}\left(u^{n}(x)-c\right) d S(x) \\
\geq & -2\left|U_{l}^{n}-c\right| \int_{e_{l}}\left|u^{n}(x)-c\right| d S(x)+\left|U_{l}^{n}-c\right|^{2} m\left(e_{l}\right)
\end{aligned}
$$

for all $1 \leq l \leq L$ and $n \in \mathbb{N}$. Since $\left\|\left(u^{n}, U^{n}\right)\right\|_{\circ}<\frac{1}{n}$,

$$
m\left(e_{l}\right)\left|U_{l}^{n}-c\right|^{2}<\frac{1}{n^{2}}+2\left|U_{l}^{n}-c\right| \int_{e_{l}}\left|u^{n}(x)-c\right| d S(x)
$$

for all $1 \leq l \leq L$ and $n \in \mathbb{N}$. Since

$$
\begin{aligned}
\left|U_{l}^{n}-c\right| \int_{e_{l}}\left|u^{n}(x)-c\right| d S(x) & \leq\left(\left|U_{l}^{n}\right|+|c|\right) \sqrt{m\left(e_{l}\right)}\left(\int_{e_{l}}\left|u^{n}(x)-c\right|^{2} d S(x)\right)^{\frac{1}{2}} \\
& \leq(1+|c|) \sqrt{m\left(e_{l}\right)}\left\|u^{n}-c\right\|_{L^{2}(\partial K)} \\
& \leq C(1+|c|) \sqrt{m\left(e_{l}\right)}\left\|u^{n}-c\right\|_{H^{1}(K)},
\end{aligned}
$$

we get

$$
m\left(e_{l}\right)\left|U_{l}^{n}-c\right|^{2}<\frac{1}{n^{2}}+2 C(1+|c|) \sqrt{m\left(e_{l}\right)}\left\|u^{n}-c\right\|_{H^{1}(K)}
$$

for all $1 \leq l \leq L$ and $n \in \mathbb{N}$. Thus $U_{l}^{n_{k}}$ converges to $c$ as $k \rightarrow \infty$ for all $1 \leq l \leq L$. Since $\left|U_{1}^{n}\right| \leq\left\|\left(u^{n}, U^{n}\right)\right\|_{\circ}<\frac{1}{n}$ for all $n \in \mathbb{N}$, we have $U_{1}^{n} \rightarrow 0$ as $n \rightarrow \infty$. Thus $c=0$. This is a contradiction because

$$
1=\left\|\left(u^{n_{k}}, U^{n_{k}}\right)\right\|_{\mathcal{H}}^{2}=\left\|u^{n_{k}}\right\|_{\mathcal{H}_{K}^{1}(D)}^{2}+\left\|U^{n_{k}}\right\|_{\mathbb{R}^{L}}^{2} \longrightarrow 0
$$

as $k \rightarrow \infty$. Hence the second part of the claim is valid.

Since the norms $\|\cdot\|_{\mathcal{H}}$ and $\|\cdot\|_{\circ}$ are equivalent and the norm $\|\cdot\|_{\circ}$ does not depend on the set $K$, the Banach space $\mathcal{H}$ is independent of $K$, despite of the definition. If $(u, U) \in \mathcal{H}$, then $u$ is square integrable in all bounded connected open subsets $K$ of $D$ such that $\partial K$ is smooth and $\cup_{l=1}^{L} e_{l} \subset \partial K$. Therefore $u$ is locally square integrable in $D$. Thus we may expect to find a weak solution to the complete electrode model from the space $\mathcal{H}$. Since we want to choose the ground potential such a way that $U_{1}=0$, we are looking for the weak solution to the complete electrode model from a subspace of $\mathcal{H}$, namely $\mathcal{H}_{0}:=\left\{(u, U) \in \mathcal{H}: U_{1}=0\right\}$.
Theorem 5.3. Let us assume that there are strictly positive constants $\sigma_{0}, \sigma_{1}$ and $Z$ such that $\sigma_{0} \leq \sigma(x) \leq \sigma_{1}$ for almost all $x \in \bar{D}$ and $z_{l}>Z$ for all $1 \leq l \leq L$. Then for a given current pattern $\left(I_{l}\right)_{l=1}^{L} \in \mathbb{R}^{L}$ there exists a unique $(u, U) \in \mathcal{H}_{0}$ satisfying

$$
B((u, U),(v, V))=\sum_{l=1}^{L} I_{l} V_{l}
$$

for all $(v, V) \in \mathcal{H}_{0}$.

Proof. The norm $\|\cdot\|_{\circ}$ defines an inner product $(\cdot, \cdot)_{\circ}$ in $\mathcal{H}$ in a natural way. Hence $\mathcal{H}$ is a Hilbert space. Since the subspace $\mathcal{H}_{0}$ is closed, it is a Hilbert space. Furthermore,

$$
\|(u, U)\|_{\circ}^{2}=\|\nabla u\|_{L^{2}\left(D ; \mathbb{R}^{n}\right)}^{2}+\sum_{l=1}^{L} \int_{e_{l}}\left|u(x)-U_{l}\right|^{2} d S(x)
$$

for all $(u, U) \in \mathcal{H}_{0}$. We want to use the Lax-Milgram lemma [54, Theorem III.7] in $\mathcal{H}_{0}$. The form $B$ is coercive in $\mathcal{H}_{0}$ since

$$
\begin{aligned}
|B((u, U),(u, U))| & =\int_{D} \sigma(x)\|\nabla u(x)\|_{\mathbb{R}^{n}}^{2} d x+\sum_{l=1}^{L} \frac{1}{z_{l}} \int_{e_{l}}\left|u(x)-U_{l}\right|^{2} d S(x) \\
& \geq \min \left(\sigma_{0}, \frac{1}{z_{1}}, \ldots, \frac{1}{z_{L}}\right)\|(u, U)\|_{\circ}^{2}
\end{aligned}
$$

for all $(u, U) \in \mathcal{H}_{0}$. By Hölder's inequality,

$$
\begin{align*}
&|B((u, U),(v, V))| \\
& \leq \int_{D} \sigma(x)|\nabla u(x) \cdot \nabla v(x)| d x+\sum_{l=1}^{L} \frac{1}{z_{l}} \int_{e_{l}}\left|u(x)-U_{l} \| v(x)-V_{l}\right| d S(x) \\
& \leq \sigma_{1}\left(\int_{D}\|\nabla u(x)\|_{\mathbb{R}^{n}}^{2} d x\right)^{\frac{1}{2}}\left(\int_{D}\|\nabla v(x)\|_{\mathbb{R}^{n}}^{2} d x\right)^{\frac{1}{2}}+ \\
&+\frac{1}{Z} \sum_{l=1}^{L}\left(\int_{e_{l}}\left|u(x)-U_{l}\right|^{2} d S(x)\right)^{\frac{1}{2}}\left(\int_{e_{l}}\left|v(x)-V_{l}\right|^{2} d S(x)\right)^{\frac{1}{2}}  \tag{5.9}\\
& \leq \sigma_{1}\|\nabla u\|_{L^{2}\left(D ; \mathbb{R}^{n}\right)}\|\nabla v\|_{L^{2}\left(D ; \mathbb{R}^{n}\right)}+ \\
&+\frac{1}{Z}\left(\sum_{l=1}^{L} \int_{e_{l}}\left|u(x)-U_{l}\right|^{2} d S(x)\right)^{\frac{1}{2}}\left(\sum_{l=1}^{L} \int_{e_{l}}\left|v(x)-V_{l}\right|^{2} d S(x)\right)^{\frac{1}{2}} \\
& \leq\left(\sigma_{1}+\frac{1}{Z}\right)\|(u, U)\|_{\circ}\|(v, V)\|_{\circ}
\end{align*}
$$

for all $(u, U),(v, V) \in \mathcal{H}_{0}$. Hence the bilinear form $B$ is bounded in $\mathcal{H}_{0}$. Therefore the form $B$ fulfills the assumptions of the Lax-Milgram lemma. We need to show that the right hand side of the variational formulation (5.8) is a linear continuous mapping for all current patterns. The linear mapping

$$
f: \mathcal{H}_{0} \rightarrow \mathbb{R}, \quad(v, V) \mapsto \sum_{l=1}^{L} I_{l} V_{l}
$$

is well defined for all current patterns $\left(I_{l}\right)_{l=1}^{L} \in \mathbb{R}^{L}$. Let $(v, V) \in \mathcal{H}_{0}$. Then

$$
|f(v, V)| \leq\|I\|_{\mathbb{R}^{L}}\|V\|_{\mathbb{R}^{L}} \leq\|I\|_{\mathbb{R}^{L}}\|(v, V)\|_{\mathcal{H}} \leq \Lambda\|I\|_{\mathbb{R}^{L}}\|(v, V)\|_{\circ}
$$

Hence the mapping $f$ is continuous. Thus by the Lax-Milgram lemma there exists a unique element in $\mathcal{H}_{0}$ satisfying the variational formula (5.8) for all $(v, V) \in \mathcal{H}_{0}$.

The form $B$ is independent of $K$. Hence for all current patterns $\left(I_{l}\right)_{l=1}^{L} \in \mathbb{R}^{L}$ the unique $(u, U) \in \mathcal{H}_{0}$ satisfying the variational formulation (5.8) for all $(v, V) \in \mathcal{H}_{0}$ does not depend on the choice of $K$.

Corollary 5.4. Let us assume that the hypotheses of Theorem 5.3 are satisfied. Then there exists a unique $(u, U) \in \mathcal{H}_{0}$ satisfying the variational formulation (5.8) for all $(v, V) \in \mathcal{H}$.

Proof. Let $(u, U)$ be the unique element in $\mathcal{H}_{0}$ satisfying the variational formulation (5.8) for all $(v, V) \in \mathcal{H}_{0}$ given by Theorem 5.3. For an arbitrary $(v, V) \in \mathcal{H}$ we define $(w, W):=\left(v-V_{1}, V-V_{1}\right)$. Then $(w, W) \in \mathcal{H}_{0}$. Hence $B((u, U),(w, W))=$ $\sum_{l=1}^{L} I_{l} W_{l}$. Since $\sum_{l=1}^{L} I_{l}=0$ and $B\left((u, U),\left(c,(c, \ldots, c)^{T}\right)\right)=0$ for all $c \in \mathbb{R}$ and $(u, U) \in \mathcal{H}$, we obtain $B((u, U),(v, V))=\sum_{l=1}^{L} I_{l} V_{l}$ for all $(v, V) \in \mathcal{H}$. Since $B(u, U),(v, V))=0$ for all $(v, V) \in \mathcal{H}$ if and only if $u=U_{1}=\ldots=U_{L}=$ constant, $(u, U)$ is the unique element in $\mathcal{H}_{0}$ satisfying the variational formulation (5.8) for all $(v, V) \in \mathcal{H}$.

We still need to prove that the solution to the variational problem (5.8) for all $(v, V) \in \mathcal{H}$ satisfies the complete electrode model.
Lemma 5.5. If $(u, U) \in \mathcal{H}$ satisfies the variational formulation (5.8) for all $(v, V) \in$ $\mathcal{H}$, then $(u, U)$ also satisfies the complete electrode model (5.4)-(5.7).

Proof. If $(u, U) \in \mathcal{H}$ satisfies the variational formulation (5.8) for all $(v, V) \in \mathcal{H}$, Equations (5.4)-(5.7) are obtained by considering particular choices of $(v, V) \in \mathcal{H}$. Let $v \in C_{0}^{\infty}(D)$ and $V=0$. Then the variational formulation (5.8) is

$$
\int_{D} \sigma(x) \nabla u(x) \cdot \nabla v(x) d x=0 .
$$

Hence in the weak sense $u$ satisfies $\nabla \cdot \sigma \nabla u=0$ in $D$. Let $v \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ and $R>0$ be such a constant that $\operatorname{supp} v \subset B(0, R)$. Then by Green's formula,

$$
\begin{aligned}
0 & =\int_{D} v(x) \nabla \cdot \sigma(x) \nabla u(x) d x=\int_{D \cap B(0, R)} v(x) \nabla \cdot \sigma(x) \nabla u(x) d x \\
& =\int_{\partial(D \cap B(0, R))} \sigma(x) \frac{\partial u(x)}{\partial \nu} v(x) d S(x)-\int_{D \cap B(0, R)} \sigma(x) \nabla u(x) \cdot \nabla v(x) d x \\
& =\int_{\partial D} \sigma(x) \frac{\partial u(x)}{\partial \nu} v(x) d S(x)-\int_{D} \sigma(x) \nabla u(x) \cdot \nabla v(x) d x .
\end{aligned}
$$

Therefore

$$
\int_{D} \sigma(x) \nabla u(x) \cdot \nabla v(x) d x=\int_{\partial D} \sigma(x) \frac{\partial u(x)}{\partial \nu} v(x) d S(x)
$$

for all $v \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$. If $v \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ and $V=0$,

$$
\begin{aligned}
0 & =\int_{D} \sigma(x) \nabla u(x) \cdot \nabla v(x) d x+\sum_{l=1}^{L} \frac{1}{z_{l}} \int_{e_{l}}\left(u(x)-U_{l}\right) v(x) d S(x) \\
& =\int_{\partial D}\left(\sigma(x) \frac{\partial u(x)}{\partial \nu}+\sum_{l=1}^{L} \frac{1}{z_{l}} \chi_{e_{l}}(x)\left(u(x)-U_{l}\right)\right) v(x) d S(x) .
\end{aligned}
$$

Since $C_{0}^{\infty}(\partial D)$ is dense in $L^{2}(\partial D)$,

$$
\begin{equation*}
\sigma \frac{\partial u}{\partial \nu}+\sum_{l=1}^{L} \frac{1}{z_{l}} \chi_{e_{l}}\left(u-U_{l}\right)=0 \tag{5.10}
\end{equation*}
$$

on $\partial D$. Hence $(u, U)$ satisfies the boundary conditions (5.5) and (5.7). Let $v \in$ $C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ and $V \in \mathbb{R}^{L}$. Then

$$
\begin{aligned}
\sum_{l=1}^{L} I_{l} V_{l}= & \int_{\partial D} \sigma(x) \frac{\partial u(x)}{\partial \nu} v(x) d S(x)+\sum_{l=1}^{L} \frac{1}{z_{l}} \int_{e_{l}}\left(u(x)-U_{l}\right)\left(v(x)-V_{l}\right) d S(x) \\
= & \int_{\partial D}\left(\sigma(x) \frac{\partial u(x)}{\partial \nu}+\sum_{l=1}^{L} \frac{1}{z_{l}} \chi_{e_{l}}(x)\left(u(x)-U_{l}\right)\right) v(x) d S(x)+ \\
& -\sum_{l=1}^{L} \frac{1}{z_{l}} V_{l} \int_{e_{l}}\left(u(x)-U_{l}\right) d S(x) \\
= & \sum_{l=1}^{L} \frac{1}{z_{l}}\left(m\left(e_{l}\right) U_{l}-\int_{e_{l}} u(x) d S(x)\right) V_{l} .
\end{aligned}
$$

Since $V \in \mathbb{R}^{L}$ is arbitrary,

$$
\frac{1}{z_{l}}\left(m\left(e_{l}\right) U_{l}-\int_{e_{l}} u(x) d S(x)\right)=I_{l}
$$

for all $1 \leq l \leq L$. Then by the boundary condition (5.10),

$$
\int_{e_{l}} \sigma \frac{\partial u}{\partial \nu} d S(x)=\frac{1}{z_{l}} \int_{e_{l}}\left(U_{l}-u(x)\right) d S(x)=I_{l}
$$

for all $1 \leq l \leq L$. Hence $(u, U)$ satisfies the complete electrode model.
Definition 5.6. For all current patterns the weak solution to the complete electrode model (5.4)-(5.7) in unbounded domains is the solution to the variational problem (5.8) for all for all $(v, V) \in \mathcal{H}$ given by Corollary 5.4.

In the article [48] the proof of the existence and uniqueness of the weak solution to the complete electrode model in bounded domains is done by using the quotient space $H / \mathbb{R}$. The same procedure would also work in unbounded domains by replacing $H$ with $\mathcal{H}$. Since the choice of the ground potential is essential for the uniqueness, we wanted to restrict ourselves to the subspace $\mathcal{H}_{0}$ and hence avoid the quotient space $\mathcal{H} / \mathbb{R}$. It seems to be the natural way to solve the problem.

### 5.3 The Fréchet Differentiability of $U$

In the forward problem of EIT we are interested in the surface potentials $U$. The electric potential $u$ in the interior of the domain $D$ is needed in the mathematical formulation of the problem. By Corollary 5.4 there exists a function which maps the conductivity distribution, contact impedances and current pattern to the corresponding voltage pattern, i.e., $(\sigma, z, I) \mapsto U$ if the ground potential is chosen such a way that $U_{1}=0$. We want to show that this mapping is Fréchet differentiable with respect to the conductivity distribution $\sigma$. In Theorem 5.3 it is assumed that $\sigma \in L^{\infty}(\bar{D})$ and there are strictly positive constants $\sigma_{0}, \sigma_{1}$ and $Z$ such that $\sigma_{0} \leq \sigma(x) \leq \sigma_{1}$ for almost all $x \in \bar{D}$ and $z_{l}>Z$ for all $1 \leq l \leq L$. We define the subset $\Sigma(D)$ of $L^{\infty}(\bar{D})$ by

$$
\begin{aligned}
\Sigma(D):=\left\{\sigma \in L^{\infty}(\bar{D}):\right. & \text { there are strictly positive constants } \sigma_{0} \text { and } \sigma_{1} \\
& \text { such that } \left.\sigma_{0} \leq \sigma(x) \leq \sigma_{1} \text { for almost all } x \in \bar{D}\right\}
\end{aligned}
$$

Then $(\sigma, 1 / z) \in \Sigma(D) \oplus \mathbb{R}_{+}^{L}$ if and only if $\sigma$ and $z$ satisfy the assumptions of Theorem 5.3. If $(\sigma, z) \in \Sigma(D) \oplus \mathbb{R}_{+}^{L}$, we denote

$$
\begin{aligned}
& B_{\sigma, z}((u, U),(v, V)) \\
& :=\int_{D} \sigma(x) \nabla u(x) \cdot \nabla v(x) d x+\sum_{l=1}^{L} z_{l} \int_{e_{l}}\left(u(x)-U_{l}\right)\left(v(x)-V_{l}\right) d S(x)
\end{aligned}
$$

for all $(u, U),(v, V) \in \mathcal{H}$.
Theorem 5.7. Let $\left(I_{l}\right)_{l=1}^{L} \in \mathbb{R}^{L}$ be a current pattern. The mapping

$$
\mathcal{M}: \Sigma(D) \oplus \mathbb{R}_{+}^{L} \rightarrow \mathcal{H}_{0}, \quad(\sigma, z) \mapsto(u, U)
$$

where $(u, U)$ is the solution the variational problem

$$
B_{\sigma, z}((u, U),(v, V))=\sum_{l=1}^{L} I_{l} V_{l}
$$

for all $(v, V) \in \mathcal{H}$ is Fréchet differentiable. The derivative $\mathcal{M}^{\prime}(\sigma, z)$ satisfies the following equation: Let $(s, \zeta) \in L^{\infty}(\bar{D}) \oplus \mathbb{R}^{L}$. Then $\mathcal{M}^{\prime}(\sigma, z)(s, \zeta)=:(w, W) \in \mathcal{H}_{0}$ is the solution to the variational problem

$$
\begin{align*}
& B_{\sigma, z}((w, W),(v, V)) \\
& =-\int_{D} s(x) \nabla u^{0}(x) \cdot \nabla v(x) d x-\sum_{l=1}^{L} \zeta_{l} \int_{e_{l}}\left(u^{0}(x)-U_{l}^{0}\right)\left(v(x)-V_{l}\right) d S(x) \tag{5.11}
\end{align*}
$$

for all $(v, V) \in \mathcal{H}$ where $\left(u^{0}, U^{0}\right):=\mathcal{M}(\sigma, z)$.

The Fréchet differentiability of a mapping $(\sigma, z) \mapsto[u, U]$ where $[u, U] \in H / \mathbb{R}$ is the solution the variational problem

$$
B_{\sigma, z}([u, U],[v, V])=\sum_{l=1}^{L} I_{l} V_{l}
$$

for all $[v, V] \in H / \mathbb{R}$ is shown in the article $[18]$ with the assumption that the domain $D$ is bounded and the conductivity distribution is piecewise continuous.

Proof of Theorem 5.7. If $(\sigma, z) \in \Sigma(D) \oplus \mathbb{R}_{+}^{L}$, by Corollary 5.4 the variational problem

$$
B_{\sigma, z}((u, U),(v, V))=\sum_{l=1}^{L} I_{l} V_{l}
$$

for all $(v, V) \in \mathcal{H}$ has a unique solution $(u, U) \in \mathcal{H}_{0}$. Hence the mapping $\mathcal{M}$ is well defined.

Let $(\sigma, z) \in \Sigma(D) \oplus \mathbb{R}_{+}^{L}$ and $(s, \zeta) \in L^{\infty}(\bar{D}) \oplus \mathbb{R}^{L}$. We denote $\left(u^{0}, U^{0}\right):=\mathcal{M}(\sigma, z)$. We notice that

$$
\begin{aligned}
& \int_{D} s(x) \nabla u^{0}(x) \cdot \nabla v(x) d x+\sum_{l=1}^{L} \zeta_{l} \int_{e_{l}}\left(u^{0}(x)-U_{l}^{0}\right)\left(v(x)-V_{l}\right) d S(x) \\
& =B_{s, \zeta}\left(\left(u^{0}, U^{0}\right),(v, V)\right)
\end{aligned}
$$

for all $(v, V) \in \mathcal{H}$. Since $(s, \zeta) \in L^{\infty}(\bar{D}) \oplus \mathbb{R}^{L}$, by Inequality (5.9),

$$
\left|B_{s, \zeta}\left(\left(u^{0}, U^{0}\right),(v, V)\right)\right| \leq\left(\|s\|_{L^{\infty}(\bar{D})}+\|\zeta\|_{l^{\infty}}\right)\left\|\left(u^{0}, U^{0}\right)\right\|_{\circ}\|(v, V)\|_{\circ}
$$

for all $(v, V) \in \mathcal{H}_{0}$. Thus the right hand side of (5.11) is a continuous linear mapping from $\mathcal{H}_{0}$ to $\mathbb{R}$. By the Lax-Milgram lemma there exists a unique $(w, W) \in \mathcal{H}_{0}$ such that $(w, W)$ satisfies the variational formulation $(5.11)$ for all $(v, V) \in \mathcal{H}_{0}$. Similarly to the proof of Corollary 5.4 we can show that $(w, W)$ satisfies the variational formulation (5.11) for all $(v, V) \in \mathcal{H}$. Thus the mapping $T_{\sigma, z}:(s, \zeta) \mapsto(w, W)$ is well defined. Obviously, $T_{\sigma, z}$ is linear. We define the norm in $L^{\infty}(\bar{D}) \oplus \mathbb{R}^{L}$ to be

$$
\|(s, \zeta)\|_{L^{\infty}(\bar{D}) \oplus \mathbb{R}^{L}}:=\|s\|_{L^{\infty}(\bar{D})}+\|\zeta\|_{l^{\infty}}
$$

for all $(s, \zeta) \in L^{\infty}(\bar{D}) \oplus \mathbb{R}^{L}$. Hence the operator $T_{\sigma, z}$ is also bounded since by the coercivity of the form $B_{\sigma, z}$ in $\mathcal{H}_{0}$,

$$
\begin{aligned}
\|(w, W)\|_{o}^{2} \leq & C(\sigma, z)\left|B_{\sigma, z}((w, W),(w, W))\right| \\
\leq & C(\sigma, z)[
\end{aligned} \int_{D}\left|s(x) \| \nabla u^{0}(x) \cdot \nabla w(x)\right| d x+\quad .
$$

We want to show that $T_{\sigma, z}$ is the Fréchet derivative of the mapping $\mathcal{M}$ in the point $(\sigma, z) \in \Sigma(D) \oplus \mathbb{R}_{+}^{L}$. The set $\Sigma(D) \oplus \mathbb{R}_{+}^{L}$ is an open subset of $L^{\infty}(\bar{D}) \oplus \mathbb{R}^{L}$ in the norm $\|\cdot\|_{L^{\infty}(\bar{D})}+\|\cdot\|_{l^{\infty}}$. Let

$$
\|(s, \zeta)\|_{L^{\infty}(\bar{D}) \oplus \mathbb{R}^{L}}<\frac{1}{2} \min \left(\left\|\frac{1}{\sigma}\right\|_{L^{\infty}(\bar{D})}^{-1}, z_{1}, \ldots, z_{L}\right) .
$$

Then $(\sigma+s, z+\zeta) \in \Sigma(D) \oplus \mathbb{R}_{+}^{L}$. Let us denote $(u, U):=\mathcal{M}(\sigma+s, z+\zeta)$. We know that for all $(v, V) \in \mathcal{H}$

$$
B_{\sigma, z}\left(\left(u^{0}, U^{0}\right),(v, V)\right)=\sum_{l=1}^{L} I_{l} V_{l}=B_{\sigma+s, z+\zeta}((u, U),(v, V))
$$

Thus for all $(v, V) \in \mathcal{H}$

$$
\begin{aligned}
& B_{\sigma, z}\left(\left(u-u^{0}, u-U^{0}\right),(v, V)\right) \\
& =-\int_{D} s(x) \nabla u(x) \cdot \nabla v(x) d x-\sum_{l=1}^{L} \zeta_{l} \int_{e_{l}}\left(u(x)-U_{l}\right)\left(v(x)-V_{l}\right) d S(x) .
\end{aligned}
$$

Hence

$$
\begin{aligned}
& B_{\sigma, z}\left(\left(u-u^{0}-w, U-U^{0}-W\right),(v, V)\right) \\
& =-\int_{D} s(x) \nabla\left(u-u^{0}\right)(x) \cdot \nabla v(x) d x+ \\
& \quad-\sum_{l=1}^{L} \zeta_{l} \int_{e_{l}}\left(\left(u-u^{0}\right)(x)-\left(U_{l}-U_{l}^{0}\right)\right)\left(v(x)-V_{l}\right) d S(x)
\end{aligned}
$$

for all $(v, V) \in \mathcal{H}$. Therefore by the coercivity of the form $B_{\sigma, z}$ in $\mathcal{H}_{0}$,

$$
\begin{aligned}
& \left\|\left(u-u^{0}-w, U-U^{0}-W\right)\right\|_{0}^{2} \\
& \begin{aligned}
& \leq C(\sigma, z)\left|B_{\sigma, z}\left(\left(u-u^{0}-w, U-U^{0}-W\right),\left(u-u^{0}-w, U-U^{0}-W\right)\right)\right| \\
& \leq C(\sigma, z)\left[\int_{D}\left|s(x) \| \nabla\left(u-u^{0}\right)(x) \cdot \nabla\left(u-u^{0}-w\right)(x)\right| d x+\right. \\
& \quad+\sum_{l=1}^{L}\left|\zeta_{l}\right| \int_{e_{l}}\left|\left(u-u^{0}\right)(x)-\left(U_{l}-U_{l}^{0}\right)\right| \times \\
&\left.\quad \times\left|\left(u-u^{0}-w\right)(x)-\left(U_{l}-U_{l}^{0}-W_{l}\right)\right| d S(x)\right] \\
& \leq C(\sigma, z)\left(\|s\|_{L^{\infty}(\bar{D})}+\|\zeta\|_{l^{\infty}}\right)\left\|(u, U)-\left(u^{0}, U^{0}\right)\right\|_{\circ}\left\|(u, U)-\left(u^{0}, U^{0}\right)-(w, W)\right\|_{\circ}
\end{aligned}
\end{aligned}
$$

Furthermore,

$$
\begin{aligned}
& \left\|\left(u-u^{0}, U-U^{0}\right)\right\|_{\circ}^{2} \\
& \begin{aligned}
& \leq C(\sigma, z)\left|B_{\sigma, z}\left(\left(u-u^{0}, U-U^{0}\right),\left(u-u^{0}, U-U^{0}\right)\right)\right| \\
& \leq C(\sigma, z) {\left[\int_{D}\left|s(x) \| \nabla u(x) \cdot \nabla\left(u-u^{0}\right)(x)\right| d x+\right.} \\
&\left.\quad+\sum_{l=1}^{L}\left|\zeta_{l}\right| \int_{e_{l}}\left|u(x)-U_{l} \|\left(u-u^{0}\right)(x)-\left(U_{l}-U_{l}^{0}\right)\right| d S(x)\right] \\
& \leq C(\sigma, z)\left(\|s\|_{L^{\infty}(\bar{D})}+\|\zeta\|_{l^{\infty}}\right)\|(u, U)\|_{\circ}\left\|(u, U)-\left(u^{0}, U^{0}\right)\right\|_{\circ}
\end{aligned}
\end{aligned}
$$

Hence

$$
\left\|\left(u-u^{0}-w, U-U^{0}-W\right)\right\|_{\circ} \leq C(\sigma, z)\left(\|s\|_{L^{\infty}(\bar{D})}+\|\zeta\|_{l^{\infty}}\right)^{2}\|(u, U)\|_{\circ}
$$

Since $(u, U)$ depends on $(s, \zeta)$, we need to estimate its norm. By the coercivity of the form $B_{\sigma+s, z+\zeta}$ in $\mathcal{H}_{0}$,

$$
\begin{aligned}
\|(u, U)\|_{\circ}^{2} & \leq C(\sigma, s, z, \zeta)\left|B_{\sigma+s, z+\zeta}((u, U),(u, U))\right| \\
& =C(\sigma, s, z, \zeta)\left|B_{\sigma, z}\left(\left(u^{0}, U^{0}\right),(u, U)\right)\right| \\
& \leq C(\sigma, s, z, \zeta)\left\|\left(u^{0}, U^{0}\right)\right\|_{\circ}\|(u, U)\|_{\circ}
\end{aligned}
$$

Therefore

$$
\left\|\left(u-u^{0}-w, U-U^{0}-W\right)\right\|_{\circ} \leq C(\sigma, s, z, \zeta)\left\|\left(u^{0}, U^{0}\right)\right\|_{\circ}\left(\|s\|_{L^{\infty}(\bar{D})}+\|\zeta\|_{l^{\infty}}\right)^{2}
$$

where the constant $C(\sigma, s, z, \zeta)$ is of the form

$$
C(\sigma, s, z, \zeta)=C(\sigma, z) \max \left(\left\|\frac{1}{\sigma+s}\right\|_{L^{\infty}(\bar{D})}, \frac{1}{z_{1}+\zeta_{1}}, \ldots, \frac{1}{z_{L}+\zeta_{L}}\right)
$$

Thus

$$
\begin{aligned}
& \frac{\left\|\mathcal{M}(\sigma+s, z+\zeta)-\mathcal{M}(\sigma, z)-T_{\sigma, z}(s, \zeta)\right\|_{\circ}}{\|s\|_{L^{\infty}(\bar{D})}+\|\zeta\|_{l^{\infty}}} \\
& \leq C(\sigma, s, z, \zeta)\|\mathcal{M}(\sigma, z)\|_{\circ}\left(\|s\|_{L^{\infty}(\bar{D})}+\|\zeta\|_{l^{\infty}}\right) \longrightarrow 0
\end{aligned}
$$

as $\|(s, \zeta)\|_{L^{\infty}(\bar{D}) \oplus \mathbb{R}^{L}} \rightarrow 0$. Hence $T_{\sigma, z}$ is the Fréchet derivative of $\mathcal{M}$ at the point $(\sigma, z) \in \Sigma(D) \oplus \mathbb{R}_{+}^{L}$.

We define the projection $\pi: \mathcal{H} \rightarrow \mathbb{R}^{L}$ by $(u, U) \mapsto U$ for all $(u, U) \in \mathcal{H}$.
Corollary 5.8. Let $\left(I_{l}\right)_{l=1}^{L} \in \mathbb{R}^{L}$ be a current pattern. The mapping

$$
U: \Sigma(D) \oplus \mathbb{R}_{+}^{L} \rightarrow \mathbb{R}^{L}, \quad(\sigma, z) \mapsto U(\sigma, z)
$$

where $U(\sigma, z)=\pi \mathcal{M}(\sigma, z)$ is Fréchet differentiable and

$$
U^{\prime}(\sigma, z)=\pi \mathcal{M}^{\prime}(\sigma, z)
$$

for all $(\sigma, z) \in \Sigma(D) \oplus \mathbb{R}_{+}^{L}$.

Proof. By Theorem 5.7 the mapping $\mathcal{M}$ is Fréchet differentiable. Since the projection $\pi$ is a bounded linear operator, the mapping $U$ is Fréchet differentiable. The Fréchet derivative of $U$ is obtained from the definition.

## Chapter 6

## Statistical Inversion Theory


#### Abstract

In realistic measurements we have directly observable quantities and others that cannot be observed. If some of the unobservable quantities are of our primary interest, we are dealing with an inverse problem. The interdependence of the quantities in the measurement setting is described through mathematical models. In the statistical inversion theory it is assumed that all quantities included in the model are represented by random variables. The randomness describes our degree of knowledge concerning their realizations. Our information about their values is coded into their distributions. The solution to the inverse problem is the posterior distribution of the random variables of interest after performing the measurements. We introduce the basic concepts of the statistical inversion theory. The Bayes theorem of inverse problems and Bayesian filtering method are presented. As an example of non-stationary inverse problems we study the electrical impedance process tomography problem. We view it as a state estimation problem. A discretized state estimation system is the goal of this chapter. Sections 6.1 and 6.2 are based on the book of Kaipio and Somersalo [19]. The results concerning electrical impedance process tomography (Section 6.3) are made by the author.


### 6.1 The Bayes Formula

In realistic measurement setting we are able to measure only a finitely many values of the directly observable quantities. For example, the measurement frame in electrical impedance tomography consists of all linearly independent injected current patterns and the corresponding set of voltage measurements. These measured values are called the data. From the data we want to compute the values of the quantities of primary interest. Usually this sort of problems are underdetermined. Hence we are able to compute only partly the quantities of primary interest. Furthermore, in numerical implementations we need to discretize our model for the measurement process. Therefore there exist only finitely many variables describing the quantities of primary interest. Thus in statistical approach to inverse problems we may assume that random variables in a model have values in $\mathbb{R}^{n}$ with some $n \in \mathbb{N}$. In addition, we suppose that the distributions of the random variables are absolutely continuous with respect to the Lebesgue measure. This requirement is not necessary but since we restrict ourselves to Gaussian random variables, it is acceptable. Hence the
distributions of the random variables are determined by their probability densities. We denote random variables by capital letters and their realizations by lower case letters.

The statistical inversion theory is based on the Bayes formula. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space. Let $X$ and $Y$ be random variables with values in $\mathbb{R}^{n}$ and $\mathbb{R}^{m}$, respectively. We suppose that the random variable $X$ is unobservable and of our primary interest and $Y$ is directly observable. We call $X$ the unknown, $Y$ the measurement and its realization $y$ in the actual measurement process the data. We assume that before performing the measurement of $Y$ we have some information about the random variable $X$. This prior knowledge is coded into the probability density $x \mapsto \pi_{\mathrm{pr}}(x)$ called the prior density. In addition, we suppose that after analysing the measurement setting as well as all additional information available about the random variables we have found the joint probability density of $X$ and $Y$ denoted by $\pi(x, y)$. On the other hand, if we knew the value of the unknown, the conditional probability density of $Y$ given this information would be

$$
\pi(y \mid x)=\frac{\pi(x, y)}{\pi_{\mathrm{pr}}(x)}
$$

if $\pi_{\mathrm{pr}}(x) \neq 0$. The conditional probability density of $Y$ is called the likelihood function because it expresses the likehood of different measurement outcomes with given $X=x$. We assume finally that the measurement data $Y=y$ is given. The conditional probability density

$$
\pi(x \mid y)=\frac{\pi(x, y)}{\pi(y)}
$$

if $\pi(y)=\int_{\mathbb{R}^{m}} \pi(x, y) d x \neq 0$, is called the posterior density of $X$. This density expresses what we know about $X$ after the observation $Y=y$. In the Bayesian framework the inverse problem can be formulated as follows: Given the data $Y=y$, find the conditional probability density $\pi(x \mid y)$ of the variable $X$. We summarize the notation and results in the following theorem, which can be referred to as the Bayes theorem of inverse problems.

Theorem 6.1. Let the random variable $X$ with values in $\mathbb{R}^{n}$ have a known prior probability density $\pi_{\mathrm{pr}}(x)$ and the data consists of the observed value $y$ of the observable random variable $Y$ with values in $\mathbb{R}^{m}$ such that $\pi(y)>0$. Then the posterior probability density of $X$ given the data $y$ is

$$
\begin{equation*}
\pi_{\mathrm{post}}(x)=\pi(x \mid y)=\frac{\pi_{\mathrm{pr}}(x) \pi(y \mid x)}{\pi(y)} \tag{6.1}
\end{equation*}
$$

The marginal density

$$
\pi(y)=\int_{\mathbb{R}^{m}} \pi(x, y) d x=\int_{\mathbb{R}^{m}} \pi_{\mathrm{pr}}(x) \pi(y \mid x) d x
$$

plays the role of a normalising constant and is usually of little importance. By looking at the Bayes formula (6.1) solving an inverse problem may be broken into three subtasks: (1) based on all prior information of the unknown $X$ find a prior probability density $\pi_{\mathrm{pr}}$, (2) find the likelihood function $\pi(y \mid x)$ that describes the interrelation between the observation and the unknown and (3) develop methods to explore the posterior probability density.

### 6.2 Nonstationary Inverse Problems

In several applications one encounters a situation in which measurements that constitute the data of an inverse problem are done in a nonstationary environment. More precisely, it may happen that the physical quantities that are in the focus of our primary interest are time dependent and the measured data depends on these quantities at different time instants. Inverse problems of this type are called nonstationary inverse problems. In some applications the time evolution model of the quantities of primary interest is given by a stochastic differential equation. The electrical impedance process tomography problem is an example of nonstationary inverse problems. The concentration distribution in a pipeline is time varying and the EIT measurement frame depends on the concentration distribution at different time instants. The time evolution of the concentration distribution is given by the stochastic convection-diffusion equation.

### 6.2.1 State Estimation

Often non-stationary inverse problems are viewed as a state estimation problem. Let $D \subset \mathbb{R}^{n}$ be a domain that corresponds to the object of interest. We denote by $X=X(t, x), x \in D$, a distributed parameter describing the state of the object - the unknown distribution of a physical target - at time $t \geq 0$. We assume that we have a model for the time evolution of the parameter $X$. We suppose that instead of being a deterministic function $X$ is a stochastic process satisfying a stochastic differential equation. This allows us to incorporate phenomena such as modelling uncertainties into the model. Let $Y=Y(t)$ denote a quantity that is directly observable at time $t \geq 0$. We assume that the dependence of $Y$ upon the state $X$ is known up to observation noise and modelling errors. The state estimation system consists of a pair of equations

$$
\begin{align*}
d X(t) & =F(t, X, R) d t+d W(t)  \tag{6.2}\\
Y(t) & =G(t, X, S) \tag{6.3}
\end{align*}
$$

Equation (6.2) is called the state evolution equation and is to be interpreted as a stochastic differential equation in which the function $F$ is the evolution model function and $R=R(t)$ and $W=W(t)$ are stochastic processes. The processes $R$ and $W$ may represent modelling errors and uncertainties in the time evolution model. Equation (6.3) is called the observation equation. The function $G$ is the observation model function and $S=S(t)$ is a stochastic process. The process $S$ describes modelling errors and noise in the measurement process. The evolution and observation model functions are known and allowed to be nonlinear. The state estimation problem can be formulated as follows: Estimate the state $X$ satisfying an evolution equation of the type (6.2) based on the observed values of $Y$. To be able to estimate the state $X$ we have to solve a stochastic differential equation and represent the state evolution equation in a more useful form. Estimators of the state $X$ are calculated by taking conditional expectation with respect to the measurements. The most commonly used estimator is the filter $\mathbb{E}(X(t) \mid Y(s), s \leq t)$ which is based on the current history of the measurement process.

Usually the measurements are done at discrete time instants. Hence a discrete state evolution and observation equations are needed. They may be derived from
the continuous ones, especially if the evolution and observation model functions are linear. Since the computation requires space discretization, we need discretized versions of the state evolution and observation equations. Then we have two discrete stochastic processes $\left\{X_{k}\right\}_{k=0}^{\infty}$ and $\left\{Y_{k}\right\}_{k=1}^{\infty}$ with values in finite dimensional spaces and the state estimation system

$$
\begin{aligned}
X_{k+1} & =F_{k+1}\left(t_{0}, t_{1}, \ldots, t_{k+1}, X_{0}, X_{1}, \ldots, X_{k}, W_{1}, \ldots, W_{k+1}\right), \quad k \in \mathbb{N}_{0} \\
Y_{k} & =G_{k}\left(t_{k}, X_{0}, X_{1}, \ldots, X_{k}, S_{1}, \ldots, S_{k}\right), \quad k \in \mathbb{N}
\end{aligned}
$$

where $\left\{W_{k}\right\}_{k=1}^{\infty}$ and $\left\{S_{k}\right\}_{k=1}^{\infty}$ are discrete stochastic processes and are called the state and observation noise processes, respectively.

### 6.2.2 Bayesian Filtering

Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space. Let $\left\{X_{k}\right\}_{k=0}^{\infty}$ and $\left\{Y_{k}\right\}_{k=1}^{\infty}$ be two discrete stochastic processes. The random variable $X_{k}$ with values in $\mathbb{R}^{n_{k}}$ for $k \in \mathbb{N}_{0}$ represents the quantities we are primarily interested in and is called the state vector. The random variable $Y_{k}$ with values in $\mathbb{R}^{m_{k}}$ for $k \in \mathbb{N}$ represents the measurement. We refer to it as the observation at the $\mathrm{k}^{\text {th }}$ time instant. We assume that the distributions of the random variables are absolutely continuous with respect to the Lebesgue measure. We postulate the following four properties of these processes:

1. The process $\left\{X_{k}\right\}_{k=0}^{\infty}$ is a Markov process, i.e.,

$$
\pi\left(x_{k+1} \mid x_{0}, x_{1}, \ldots, x_{k}\right)=\pi\left(x_{k+1} \mid x_{k}\right)
$$

for all $k \in \mathbb{N}_{0}$.
2. The process $\left\{Y_{k}\right\}_{k=1}^{\infty}$ is a Markov process with respect to the history of the process $\left\{X_{k}\right\}_{k=0}^{\infty}$, i.e.,

$$
\pi\left(y_{k} \mid x_{0}, x_{1}, \ldots, x_{k}\right)=\pi\left(y_{k} \mid x_{k}\right)
$$

for all $k \in \mathbb{N}$.
3. The process $\left\{X_{k}\right\}_{k=0}^{\infty}$ depends on the past observations only through its own history, i.e.,

$$
\pi\left(x_{k+1} \mid x_{0}, x_{1}, \ldots, x_{k}, y_{1}, y_{2}, \ldots, y_{k}\right)=\pi\left(x_{k+1} \mid x_{k}\right)
$$

for all $k \in \mathbb{N}$.
4. The process $\left\{Y_{k}\right\}_{k=1}^{\infty}$ depends on the past observations only through the history of the process $\left\{X_{k}\right\}_{k=0}^{\infty}$, i.e.,

$$
\pi\left(y_{k+1} \mid x_{0}, x_{1}, \ldots, x_{k+1}, y_{1}, y_{2}, \ldots, y_{k}\right)=\pi\left(y_{k+1} \mid x_{k+1}\right)
$$

for all $k \in \mathbb{N}$.

If the stochastic processes $\left\{X_{k}\right\}_{k=0}^{\infty}$ and $\left\{Y_{k}\right\}_{k=1}^{\infty}$ satisfy the condition 1-4 above, we call this pair an evolution-observation model. The evolution-observation model is completely specified if we know the probability density of the initial state $X_{0}$, Markov
transition kernels $\pi\left(x_{k+1} \mid x_{k}\right)$ for all $k \in \mathbb{N}_{0}$ and likelihood functions $\pi\left(y_{k} \mid x_{k}\right)$ for all $k \in \mathbb{N}$. Both the Markov transition kernels $\pi\left(x_{k+1} \mid x_{k}\right)$ and likelihood functions $\pi\left(y_{k} \mid x_{k}\right)$ are allowed to vary in time. An example of evolution-observation models is the state estimation system

$$
\begin{aligned}
X_{k+1} & =F_{k+1}\left(X_{k}, W_{k+1}\right), \quad k \in \mathbb{N}_{0} \\
Y_{k} & =G_{k}\left(X_{k}, S_{k}\right), \quad k \in \mathbb{N}
\end{aligned}
$$

if the state and observation noise processes satisfy the following assumptions. For all $k \neq l$ the noise vectors $W_{k}$ and $W_{l}$ as well as $S_{k}$ and $S_{l}$ are mutually independent and also mutually independent of the initial state $X_{0}$. In addition, the noise vectors $W_{k}$ and $S_{l}$ are mutually independent for all $k \in \mathbb{N}_{0}$ and $l \in \mathbb{N}$.

The inverse problem considered is to extract information of the state vectors $X_{k}$ based on measurements $Y_{k}$ for all $k \in \mathbb{N}$. In the Bayesian approach we try to get the posterior distribution of the state vector conditioned on the observations. Let us denote $D_{k}:=\left\{y_{1}, y_{2}, \ldots, y_{k}\right\}$ for all $k \in \mathbb{N}$. The conditional probability density of the state vector $X_{k}$ conditioned on all the measurements $y_{1}, \ldots, y_{l}$ is denoted by $\pi\left(x_{k} \mid D_{l}\right):=\pi\left(x_{k} \mid y_{1}, \ldots, y_{l}\right)$ for all $k \in \mathbb{N}_{0}$ and $l \in \mathbb{N}$. Additionally, $\pi\left(x_{k} \mid D_{0}\right):=\pi\left(x_{k}\right)$ for all $k \in \mathbb{N}_{0}$.

Definition 6.2. Let the stochastic processes $\left\{X_{k}\right\}_{k=0}^{\infty}$ and $\left\{Y_{k}\right\}_{k=1}^{\infty}$ form an evolu-tion-observation model. The problem of determining the conditional probability density $\pi\left(x_{k+1} \mid D_{k}\right)$ for $k \in \mathbb{N}_{0}$ is called a prediction problem and $\pi\left(x_{k} \mid D_{k}\right)$ for $k \in \mathbb{N}$ a filtering problem.

Often the prediction problem is just an intermediate step for the filtering problem. To be able to solve the state estimation problem we need to derive a recursive updating scheme where the evolution and observation updates alternate. In this type of recursive scheme the state evolution equation is used for solving the prediction problem from the filtering problem of the previous time level while the new observation is used to update the predicted probability density. Therefore we need to find formulas for the following updating steps:

1. Evolution updating: Given $\pi\left(x_{k} \mid D_{k}\right)$, find $\pi\left(x_{k+1} \mid D_{k}\right)$ based on the Markov transition kernel $\pi\left(x_{k+1} \mid x_{k}\right)$ for $k \in \mathbb{N}_{0}$.
2. Observation updating: Given $\pi\left(x_{k+1} \mid D_{k}\right)$, find $\pi\left(x_{k+1} \mid D_{k+1}\right)$ based on the new observation $y_{k+1}$ and likelihood function $\pi\left(y_{k+1} \mid x_{k+1}\right)$ for $k \in \mathbb{N}_{0}$.

The updating formulas are given in the following theorem.
Theorem 6.3. [19, Theorem 4.2] Let us assume that stochastic processes $\left\{X_{k}\right\}_{k=0}^{\infty}$ and $\left\{Y_{k}\right\}_{k=1}^{\infty}$ form an evolution-observation model. Then for all $k \in \mathbb{N}_{0}$
(i) the evolution updating formula is

$$
\begin{equation*}
\pi\left(x_{k+1} \mid D_{k}\right)=\int_{\mathbb{R}^{n_{k}}} \pi\left(x_{k+1} \mid x_{k}\right) \pi\left(x_{k} \mid D_{k}\right) d x_{k} \tag{6.4}
\end{equation*}
$$

(ii) the observation updating formula is

$$
\begin{equation*}
\pi\left(x_{k+1} \mid D_{k+1}\right)=\frac{\pi\left(y_{k+1} \mid x_{k+1}\right) \pi\left(x_{k+1} \mid D_{k}\right)}{\pi\left(y_{k+1} \mid D_{k}\right)} \tag{6.5}
\end{equation*}
$$

where

$$
\pi\left(y_{k+1} \mid D_{k}\right)=\int_{\mathbb{R}^{n_{k+1}}} \pi\left(y_{k+1} \mid x_{k+1}\right) \pi\left(x_{k+1} \mid D_{k}\right) d x_{k+1}
$$

The integrand on the right hand side of (6.4) is simply the joint probability density of the variables $X_{k}$ and $X_{k+1}$ conditioned on the observations $D_{k}$. Hence Formula (6.4) is the conditional marginal probability density of $X_{k+1}$. We consider the probability density $\pi\left(x_{k+1} \mid D_{k}\right)$ as the prior density of $X_{k+1}$ when the new observation $y_{k+1}$ arrives. Then Equation (6.5) is nothing other than the Bayes formula. Therefore this method is called the Bayesian filtering method. If the joint probability densities of the variables $X_{k}$ and $X_{k+1}$ as well as $X_{k+1}$ and $Y_{k+1}$ conditioned on the observations $D_{k}$ are Gaussian, the evolution and observation updating formulas (6.4) and (6.5) can be derived by the following theorem.

Theorem 6.4. [19, Theorems 3.5 and 3.6] Let $X: \Omega \rightarrow \mathbb{R}^{n}$ and $Y: \Omega \rightarrow \mathbb{R}^{m}$ be two Gaussian random variables whose joint probability density $\pi: \mathbb{R}^{n} \times \mathbb{R}^{m} \rightarrow \mathbb{R}_{+}$is of the form

$$
\pi(x, y) \propto \exp \left(-\frac{1}{2}\left[\begin{array}{l}
x-x_{0} \\
y-y_{0}
\end{array}\right]^{T}\left[\begin{array}{ll}
\Gamma_{11} & \Gamma_{12} \\
\Gamma_{21} & \Gamma_{22}
\end{array}\right]^{-1}\left[\begin{array}{l}
x-x_{0} \\
y-y_{0}
\end{array}\right]\right)
$$

where $x_{0} \in \mathbb{R}^{n}$, $y_{0} \in \mathbb{R}^{m}, \Gamma_{11} \in \mathbb{R}^{n \times n}, \Gamma_{22} \in \mathbb{R}^{m \times m}$ and

$$
\Gamma=\left[\begin{array}{ll}
\Gamma_{11} & \Gamma_{12} \\
\Gamma_{21} & \Gamma_{22}
\end{array}\right]
$$

is a positive definite symmetric $(n+m) \times(n+m)$ matrix. Then
(i) the marginal density of $X$ is

$$
\pi(x)=\int_{\mathbb{R}^{m}} \pi(x, y) d y \propto \exp \left(-\frac{1}{2}\left(x-x_{0}\right)^{T} \Gamma_{11}^{-1}\left(x-x_{0}\right)\right),
$$

(ii) the density of $X$ conditioned on $Y=y$ is

$$
\pi(x \mid y) \propto \exp \left(-\frac{1}{2}(x-\bar{x})^{T} \widetilde{\Gamma}_{22}^{-1}(x-\bar{x})\right)
$$

where $\bar{x}=x_{0}+\Gamma_{12} \Gamma_{22}^{-1}\left(y-y_{0}\right)$ and $\widetilde{\Gamma}_{22}=\Gamma_{11}-\Gamma_{12} \Gamma_{22}^{-1} \Gamma_{21}$.

### 6.3 Electrical Impedance Process Tomography

We examine a concentration distribution of a given substance in a fluid moving in a pipeline by doing electromagnetic measurements at the boundary of the pipe. In electrical impedance tomography (EIT) electric currents are applied to electrodes on the surface of an object and the resulting voltages are measured using the same electrodes. A complete set of measurements consists of all possible linearly independent
injected current patterns and the corresponding set of voltage measurements. The conductivity distribution inside the object is reconstructed based on the voltage measurements. The relation between the conductivity and concentration depends on the process and is usually non-linear. In process tomography we cannot in general assume that the target remains unaltered during a full set of measurements. The time evolution of the concentration distribution needs to be modeled properly. We view the problem as a state estimation problem. The concentration distribution is treated as a stochastic process that satisfies a stochastic differential equation referred to as the state evolution equation. The measurements are described in terms of an observation equation containing the measurement noise.

Let $D$ be an infinitely long pipe $\left\{x=\left(x_{1}, x^{\prime}\right) \in \mathbb{R}^{d}:\left|x^{\prime}\right|<r\right\}$ with $d \geq 2$ and $r>0$. Let $\kappa=\kappa(x)$ be the diffusion coefficient of the substance of our interest and $\mathbf{v}=\mathbf{v}(x)$ the velocity of the flow for all $x \in \bar{D}$. The diffusion coefficient and velocity distribution are assumed to be known and stationary. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space. We assume that the concentration distribution $C(t)$ is a stochastic process satisfying the stochastic differential equation

$$
\begin{equation*}
d C(t)=[L C(t)+f(t)] d t+d W(t) \tag{6.6}
\end{equation*}
$$

for every $t>0$ with the initial value $C(0)=C_{0}$. The operator $L$ is the deterministic convection-diffusion operator

$$
\begin{align*}
L: \mathcal{D}(L) & \rightarrow L^{2}(D)  \tag{6.7}\\
c & \mapsto \nabla \cdot(\kappa \nabla c)-\mathbf{v} \cdot \nabla c
\end{align*}
$$

with the domain

$$
\begin{equation*}
\mathcal{D}(L)=\left\{c \in H^{2}(D):\left.\frac{\partial c}{\partial \nu}\right|_{\partial D}=0\right\} \tag{6.8}
\end{equation*}
$$

The boundary condition at the boundary of the pipe is included in the domain of the operator $L$. We assume that there is no diffusion through the pipe walls. We model with $f$ a possible control of the system. We assume that $f(t), t \geq 0$, is an $L^{2}(D)$-valued stochastic process. The term $d W(t)$ is a source term representing possible modelling errors where $W(t), t \geq 0$, is an $L^{2}(D)$-valued Wiener process.

We assume that on the surface of the pipe there are $L$ electrodes. We identify the electrode with the part of the surface it contacts. We denote these subsets of $\partial D$ by $e_{l}$ for all $1 \leq l \leq L$. At time $t>0$ an electric current $I_{l}(t)$ is applied to the electrode $e_{l}$ and the resulting voltage $U_{l}(t)$ is measured using the same electrode for all $1 \leq l \leq L$. We describe the electric potential $u(t, x)$ inside the pipe and voltage pattern $U(t):=\left(U_{1}(t), \ldots, U_{L}(t)\right)^{T}$ by the complete electrode model

$$
\begin{align*}
\nabla \cdot \sigma \nabla u & =0 & & \text { in } D  \tag{6.9}\\
u+z_{l} \sigma \frac{\partial u}{\partial \nu} & =U_{l} & & \text { on } e_{l}, 1 \leq l \leq L  \tag{6.10}\\
\sigma \frac{\partial u}{\partial \nu} & =0 & & \text { on } \partial D \backslash \cup_{l=1}^{L} e_{l}  \tag{6.11}\\
\int_{e_{l}} \sigma \frac{\partial u}{\partial \nu} d S & =I_{l}, & & 1 \leq l \leq L \tag{6.12}
\end{align*}
$$

where $\sigma=\sigma(t, x)$ is the conductivity distribution inside the pipe and $z_{l}$ is the contact impedance on the electrode $e_{l}$ for all $1 \leq l \leq L$. We assume that the current pattern
$I(t):=\left(I_{1}(t), \ldots, I_{L}(t)\right)^{T}$ satisfies the conservation of charge condition $\sum_{l=1}^{L} I_{l}(t)=$ 0 and the ground potential is chosen such a way that $U_{1}(t)=0$. In Chapter 5 it was shown that under appropriate regularity assumptions on the conductivity distribution, electrodes and contact impedances the complete electrode model (6.9)(6.12) has a unique weak solution $(u, U)$. We suppose that the contact impedances are known positive numbers. By the uniqueness of the solution to the complete electrode model the mapping $\sigma(t) \mapsto U(\sigma(t) ; I(t))$ from $\Sigma(D)$ to $\mathbb{R}^{L}$ is well defined for all current patterns $I(t)$ where $\Sigma(D)$ is a subset of $L^{\infty}(\bar{D})$ defined by $\Sigma(D):=\{\sigma \in$ $L^{\infty}(\bar{D}): 0<\sigma_{0} \leq \sigma(x) \leq \sigma_{1}<\infty$ for almost all $\left.x \in \bar{D}\right\}$. The interdependence of the conductivity and concentration distributions is usually non-linear, i.e., there exists a non-linear function $g: L^{2}(D) \rightarrow \Sigma(D)$ such that $\sigma(t)=g(C(t))$ for all $t>0$. In addition, we assume that the measurement noise is additive. Then the observation equation is

$$
V(t)=U(g(C(t)) ; I(t))+S(t)
$$

where $S(t), t \geq 0$, is an $\mathbb{R}^{L}$-valued stochastic process independent of the process $C(t), t \geq 0$. Hence the voltage pattern depends non-linearly on the concentration distribution.

We assume that the measurements are done in time instants $0<t_{1}<\ldots<t_{n}$. We use the notation $I^{k}:=I\left(t_{k}\right), C_{k}:=C\left(t_{k}\right), S^{k}:=S\left(t_{k}\right)$ and $V^{k}:=V\left(t_{k}\right)$ for all $k=1, \ldots, n$. The state estimation system concerning the electrical impedance process tomography problem is

$$
\begin{aligned}
d C(t) & =[L C(t)+f(t)] d t+d W(t), & & t>0, \\
V^{k} & =U\left(g\left(C_{k}\right) ; I^{k}\right)+S^{k}, & & k=1, \ldots, n .
\end{aligned}
$$

We are interested in a real-time monitoring for the flow. Therefore we should be able to solve the filtering problem $\mathbb{E}\left(C_{k} \mid V^{l}, l \leq k\right)$ for all $k=1, \ldots, n$. For that reason we need to solve the stochastic convection-diffusion equation (6.6) and to present the discrete evolution equation for the concentration distribution.

### 6.3.1 Analytic Semigroup

According to Section 4.6 to be able to solve the stochastic convection-diffusion equation we need to show that under certain assumptions the operator $L$ defined by (6.7) and (6.8) generates a strongly continuous analytic semigroup. We use the theory introduced in Chapters 2 and 3. Since the boundary of $D$ is $\left\{x=\left(x_{1}, x^{\prime}\right) \in\right.$ $\left.\mathbb{R}^{d}:\left|x^{\prime}\right|=r\right\}$, it is $C^{\infty}$-smooth. Hence we want to know the requirements of the coefficient functions $\kappa$ and $\mathbf{v}$ such that the realization of the operator $\mathcal{A}=$ $\nabla \cdot \kappa \nabla-\mathbf{v} \cdot \nabla$ generates an analytic semigroup if the boundary condition is defined by the operator $\mathcal{B}=\boldsymbol{\nu} \cdot \nabla$ where $\boldsymbol{\nu}$ is the exterior unit normal on the boundary $\partial D$. We modify the operators $\mathcal{A}$ and $\mathcal{B}$ into the form used in Chapter 3. Then

$$
\mathcal{A}(x, \partial)=\sum_{i=1}^{n} \kappa(x) \partial_{i}^{2}+\sum_{i=1}^{n}\left[\partial_{i} \kappa(x)-v_{i}(x)\right] \partial_{i}
$$

and

$$
\mathcal{B}(x, \partial)=\sum_{i=1}^{n} \nu_{i}(x) \partial_{i}
$$

where $\mathbf{v}=\left(v_{1}, \ldots, v_{n}\right)^{T}$ and $\boldsymbol{\nu}=\left(\nu_{1}, \ldots, \nu_{n}\right)^{T}$. In Chapter 3 we assumed that the coefficient functions of the operator $\mathcal{A}$ are real uniformly continuous and bounded and the coefficient functions of the operator $\mathcal{B}$ belong to the space $U C^{1}(\bar{D})$. Hence the functions $\kappa$ and $\mathbf{v}$ have to fulfill the conditions

$$
\begin{cases}\kappa: \bar{D} \rightarrow \mathbb{R}, & \kappa \in U C^{1}(\bar{D}) \\ \mathbf{v}: \bar{D} \rightarrow \mathbb{R}^{d}, & \mathbf{v} \in U C(\bar{D})\end{cases}
$$

The operator $\mathcal{A}$ has to satisfy the ellipticity condition (3.2). The principal part of $\mathcal{A}$ is $\sum_{i=1}^{n} \kappa(x) \partial_{i}^{2}$. Let $\xi \in \mathbb{R}^{d}$ and $x \in \bar{D}$. Then

$$
\sum_{i=1}^{n} \kappa(x) \xi_{i}^{2}=\kappa(x)|\xi|^{2} \geq \inf _{x \in \bar{D}} \kappa(x)|\xi|^{2}
$$

Hence the function $\kappa$ has to be bounded from below. We assume that there exists $\delta>0$ such that $\kappa(x) \geq \delta$ for all $x \in \bar{D}$. The operator $\mathcal{B}$ has to fulfill the uniform nontangentiality condition (3.4). The first order terms of $\mathcal{B}$ are $\sum_{i=1}^{n} \nu_{i}(x) \partial_{i}$. Therefore Condition (3.4) is valid since

$$
\sum_{i=1}^{n} \nu_{i}^{2}(x)=|\boldsymbol{\nu}(x)|^{2}=1
$$

for all $x \in \partial D$. Under these assumptions the sectoriality of $L$ follows according to Corollary 3.5. Since the domain of $L$ is dense in $L^{2}(D)$, the analytic semigroup generated by $L$ is strongly continuous.

Theorem 6.5. The operator $L$ is sectorial if the diffusion coefficient $\kappa$ is positive and bounded from below, $\kappa(x) \geq \delta>0$ for all $x \in \bar{D}$, and the diffusion coefficient and velocity of the flow satisfy the conditions

$$
\begin{cases}\kappa: \bar{D} \rightarrow \mathbb{R}, & \kappa \in U C^{1}(\bar{D}) \\ \mathbf{v}: \bar{D} \rightarrow \mathbb{R}^{d}, & \mathbf{v} \in U C(\bar{D})\end{cases}
$$

Hence under these assumptions the operator $L$ generates a strongly continuous analytic semigroup $\{\mathcal{U}(t)\}_{t \geq 0}$.

### 6.3.2 Stochastic Convection-Diffusion Equation

We assume that the diffusion coefficient and velocity of the flow fulfill the requirements of Theorem 6.5. Let $T>0$ and $\left\{\mathcal{F}_{t}\right\}_{t \in[0, T]}$ be a normal filtration in $(\Omega, \mathcal{F}, \mathbb{P})$. Let $Q$ be a positive self-adjoint trace class operator from $L^{2}(D)$ to itself with $\operatorname{Ker} Q=\{0\}$ and $W(t), t \in[0, T]$, a $Q$-Wiener process in $(\Omega, \mathcal{F}, \mathbb{P})$ with values in $L^{2}(D)$ with respect to the filtration $\left\{\mathcal{F}_{t}\right\}_{t \in[0, T]}$. According to Section 4.6 under some assumptions of the initial value $C_{0}$ and control term $f$ the stochastic convection-diffusion equation has the weak solution.
Theorem 6.6. If $f \in L^{1}\left(\Omega_{T}, \mathcal{P}_{T}, \mathbb{P}_{T} ; L^{2}(D)\right)$ and $C_{0}$ is $\mathcal{F}_{0}$-measurable, the stochastic convection-diffusion equation has the weak solution $C(t), t \in[0, T]$, which is the predictable process given by the formula

$$
C(t)=\mathcal{U}(t) C_{0}+\int_{0}^{t} \mathcal{U}(t-s) f(s) d s+\int_{0}^{t} \mathcal{U}(t-s) d W(s)
$$

for all $t \in[0, T]$ almost surely.

There are some parameters in our model which we can choose rather freely and still have the weak solution to the stochastic convection-diffusion equation. The diffusion coefficient and velocity of the flow should only satisfy the requirements of Theorem 6.5. The covariance operator $Q$ of the Wiener process can be an arbitrary positive self-adjoint trace class operator from $L^{2}(D)$ to itself with $\operatorname{Ker} Q=\{0\}$ by Proposition 4.17. The natural choice of the filtration is the filtration defined by the Wiener process, i.e., $\mathcal{F}_{t}^{W}=\sigma(W(s), s \leq t)$ for all $t \in[0, T]$. Since the filtration should be normal, by Proposition 4.35 the augmented filtration $\left\{\mathcal{F}_{t}^{W, \mathbb{P}}\right\}_{t \in[0, T]}$ is an appropriate choice assuming that the probability space is complete. We want that the initial value $C_{0}$ is a Gaussian $L^{2}(D)$-valued $\mathcal{F}_{0}$-measurable function with mean $c_{0}$ and covariance $\Gamma_{0}$. The benefits of this requirement will appear later in this section. Then the mean $c_{0}$ can be an arbitrary $L^{2}(D)$-function and the covariance operator $\Gamma_{0}$ has same requirements as $Q$ by Proposition 4.17. The control term $f$ should be an $L^{2}(D)$-valued integrable predictable process.

### 6.3.3 Discrete Evolution Equation Without Control

We assume that there is no control in our system, i.e., $f \equiv 0$. Then the weak solution of the stochastic convection-diffusion equation is the predictable process given by the formula

$$
\begin{equation*}
C(t)=\mathcal{U}(t) C_{0}+\int_{0}^{t} \mathcal{U}(t-s) d W(s) \tag{6.13}
\end{equation*}
$$

for all $t \in[0, T]$ almost surely. Since the initial value $C_{0}$ is a Gaussian random variable with mean $c_{0}$ and covariance $\Gamma_{0}$, the concentration distribution $C$ has a Gaussian modification by Lemma 4.42 and Proposition 4.46. Furthermore, the mean of the Gaussian modification is $\mathcal{U}(t) c_{0}$ and the covariance operator is

$$
\begin{equation*}
\mathcal{U}(t) \Gamma_{0} \mathcal{U}^{*}(t)+\int_{0}^{t} \mathcal{U}(t-s) Q \mathcal{U}^{*}(t-s) d s \tag{6.14}
\end{equation*}
$$

for all $t \in[0, T]$. We assume that the measurements are done in time instants $0<t_{1}<\ldots<t_{n} \leq T$. We use the notation $t_{0}:=0$ and $C_{k}:=C\left(t_{k}\right)$ and $\Delta_{k}:=t_{k+1}-t_{k}$ for all $k=0, \ldots, n-1$. Then the discrete evolution equation for the concentration distribution is

$$
C_{k+1}=\mathcal{U}\left(\Delta_{k}\right) C_{k}+W_{k+1}
$$

for all $k=0, \ldots, n-1$ almost surely where

$$
W_{k+1}:=\int_{t_{k}}^{t_{k+1}} \mathcal{U}\left(t_{k+1}-s\right) d W(s)
$$

by Theorem 4.39. The term $W_{k+1}$ can be seen as a state noise for all $k=0, \ldots, n-1$. The state noise $W_{k+1}$ is a Gaussian random variable with mean 0 and covariance operator

$$
\begin{equation*}
\operatorname{Cov}\left(W_{k+1}\right)=\int_{t_{k}}^{t_{k+1}} \mathcal{U}\left(t_{k+1}-s\right) Q \mathcal{U}^{*}\left(t_{k+1}-s\right) d s \tag{6.15}
\end{equation*}
$$

and it is independent of $\mathcal{F}_{t_{k}}$ for all $k=0, \ldots, n-1$ by Lemma 4.42 and Proposition 4.46. Thus $C_{k}$ and $W_{k+1}$ are independent for all $k=0, \ldots, n-1$. Furthermore, the
state noises at different time instants are uncorrelated since

$$
\begin{aligned}
& \operatorname{Cor}\left(W_{k+1}, W_{l+1}\right) \\
& =\int_{0}^{t_{k+1} \wedge t_{l+1}} \chi_{\left[t_{k}, t_{k+1}\right]}(s) \chi_{\left[t_{l}, t_{l+1}\right]}(s) \mathcal{U}\left(t_{k+1}-s\right) Q \mathcal{U}^{*}\left(t_{l+1}-s\right) d s=0
\end{aligned}
$$

for all $k \neq l$ by Proposition 4.41.
The discrete state estimation system for the electrical impedance process tomography problem is

$$
\begin{align*}
C_{k+1} & =\mathcal{U}\left(\Delta_{k}\right) C_{k}+W_{k+1}, & & k=0, \ldots, n-1,  \tag{6.16}\\
V^{k} & =U\left(g\left(C_{k}\right) ; I^{k}\right)+S^{k}, & & k=1, \ldots, n . \tag{6.17}
\end{align*}
$$

Since the observation model function $U \circ g$ is non-linear, the filtering problem is much more demanding than in the linear case. In the numerical implementations of this problem in the articles and proceedings papers [43, 44, 45, 40, 41, 42, 38, 39] the observation model function is linearized. In Theorem 5.8 we have shown that the mapping $\sigma \mapsto U(\sigma ; I)$ is Fréchet differentiable. If the function $g$ is Fréchet differentiable, the observation equation may be linearized.

### 6.3.4 Space Discretization

The realizations of the concentration distribution $C$ are in the space $L^{2}(D)$. The computation requires space discretization. We need to choose a finite dimensional subspace of $L^{2}(D)$ and assume that the realizations of the concentration distribution are in that subspace. This causes a discretization error. Usually the discretization error is ignored in numerical implementations. The discretized state estimation system is assumed to represent the reality. In this subsection we want to analyse the stochastic nature of the discretization error in the case of electrical impedance process tomography.

Let $\left\{\mathcal{V}_{m}\right\}_{m=1}^{\infty}$ be a sequence of finite dimensional subspaces of $L^{2}(D)$ such that $\mathcal{V}_{m} \subset \mathcal{V}_{m+1}$ for all $m \in \mathbb{N}$ and $\overline{\cup \mathcal{V}_{m}}=L^{2}(D)$. Since $L^{2}(D)$ is a separable Hilbert space, there exists such a sequence, for example, $\mathcal{V}_{m}$ may be the subspace spanned by the $m$ first functions in an orthonormal basis of $L^{2}(D)$. Let $\left\{\varphi_{l}^{m}\right\}_{l=1}^{N_{m}}$ be an orthonormal basis of $\mathcal{V}_{m}$ for all $m \in \mathbb{N}$. We denote by $(\cdot, \cdot)$ the inner product in $L^{2}(D)$. We define the orthogonal projection $P_{m}: L^{2}(D) \rightarrow \mathcal{V}_{m}$ for $m \in \mathbb{N}$ by

$$
P_{m} f=\sum_{l=1}^{N_{m}}\left(f, \varphi_{l}^{m}\right) \varphi_{l}^{m}
$$

for all $f \in L^{2}(D)$. The subspaces $\mathcal{V}_{m}$ are appropriate discretization spaces if $P_{m} f \rightarrow$ $f$ in $L^{2}(D)$ as $m \rightarrow \infty$ for all $f \in L^{2}(D)$, i.e., the orthogonal projections $P_{m}$ converge strongly to the identity operator.

Let $X:(\Omega, \mathcal{F}, \mathbb{P}) \rightarrow L^{2}(D)$ be a random variable. Then for all $\omega \in \Omega$

$$
P_{m} X(\omega)=\sum_{l=1}^{N_{m}}\left(X(\omega), \varphi_{l}^{m}\right) \varphi_{l}^{m}=\sum_{l=1}^{N_{m}}\left(X^{m}(\omega)\right)_{l} \varphi_{l}^{m}
$$

where $X^{m}(\omega):=\left(\left(X(\omega), \varphi_{1}^{m}\right), \ldots,\left(X(\omega), \varphi_{N_{m}}^{m}\right)\right)^{T}$ is an $\mathbb{R}^{N_{m} \text {-valued random vari- }}$ able. We view $X^{m}$ as a discretized version of the random variable $X$ at the discretization level $m$. If $X$ is a Gaussian random variable with mean $\bar{x}$ and covariance $\Gamma$, then $X^{m}$ is also Gaussian [21, Theorem A.5]. Furthermore, the mean of $X^{m}$ is $\mathbb{E} X^{m}=\left(\left(\bar{x}, \varphi_{1}^{m}\right), \ldots,\left(\bar{x}, \varphi_{N_{m}}^{m}\right)\right)^{T}$ and the covariance matrix is defined by $\left(\operatorname{Cov} X^{m}\right)_{i j}:=\left(\Gamma \varphi_{i}^{m}, \varphi_{j}^{m}\right)$ since

$$
\mathbb{E}\left(X^{m}\right)_{i}\left(X^{m}\right)_{j}=\mathbb{E}\left(X, \varphi_{i}^{m}\right)\left(X, \varphi_{j}^{m}\right)=\left(\Gamma \varphi_{i}^{m}, \varphi_{j}^{m}\right)+\left(\bar{x}, \varphi_{i}^{m}\right)\left(\bar{x}, \varphi_{j}^{m}\right)
$$

for all $i, j=1, \ldots, N_{m}$.

## Evolution Equation

We want to discretize the discrete evolution equation (6.16). We use the discretization level $m$. We form an evolution equation for the discrete $\mathbb{R}^{N_{m}}$-valued stochastic process $\left\{C_{k}^{m}\right\}_{k=0}^{n}$ where $C_{k}^{m}:=\left(\left(C_{k}, \varphi_{1}^{m}\right), \ldots,\left(C_{k}, \varphi_{N_{m}}^{m}\right)\right)^{T}$ for all $k=0, \ldots, n$. By using the discrete evolution equation (6.16),

$$
\begin{aligned}
\left(C_{k+1}^{m}\right)_{i} & =\left(C_{k+1}, \varphi_{i}^{m}\right)=\left(\mathcal{U}\left(\Delta_{k}\right) C_{k}+W_{k+1}, \varphi_{i}^{m}\right) \\
& =\left(\mathcal{U}\left(\Delta_{k}\right) P_{m} C_{k}, \varphi_{i}^{m}\right)+\left(\mathcal{U}\left(\Delta_{k}\right)\left(I-P_{m}\right) C_{k}, \varphi_{i}^{m}\right)+\left(W_{k+1}, \varphi_{i}^{m}\right) \\
& =\sum_{l=1}^{N_{m}}\left(\mathcal{U}\left(\Delta_{k}\right) \varphi_{l}^{m}, \varphi_{i}^{m}\right)\left(C_{k}^{m}\right)_{l}+\left(E_{k+1}^{m}\right)_{i}+\left(W_{k+1}^{m}\right)_{i}
\end{aligned}
$$

for all $i=1, \ldots, N_{m}$ and $k=0, \ldots, n-1$ almost surely where the discrete stochastic process

$$
E_{k+1}^{m}=\left(\left(C_{k},\left(I-P_{m}\right) \mathcal{U}^{*}\left(\Delta_{k}\right) \varphi_{1}^{m}\right), \ldots,\left(C_{k},\left(I-P_{m}\right) \mathcal{U}^{*}\left(\Delta_{k}\right) \varphi_{N_{m}}^{m}\right)\right)^{T}
$$

represent the discretization error and $W_{k+1}^{m}$ is the state noise vector. Thus the discretized evolution equation is

$$
\begin{equation*}
C_{k+1}^{m}=A_{k+1}^{m} C_{k}^{m}+E_{k+1}^{m}+W_{k+1}^{m} \tag{6.18}
\end{equation*}
$$

for all $k=0, \ldots, n-1$ almost surely where the matrix $A_{k+1}^{m}$ is defined by

$$
\begin{equation*}
\left(A_{k+1}^{m}\right)_{i j}:=\left(\mathcal{U}\left(\Delta_{k}\right) \varphi_{j}^{m}, \varphi_{i}^{m}\right) \tag{6.19}
\end{equation*}
$$

for all $i, j=1, \ldots, N_{m}$. The discretized evolution equation (6.18) is used in the evolution updating step of the Bayesian filtering. Thereby we need to define the statistical quantities of the discrete stochastic processes $\left\{E_{k+1}^{m}\right\}_{k=0}^{n-1}$ and $\left\{W_{k+1}^{m}\right\}_{k=0}^{n-1}$.

The state noise $W_{k+1}$ is a Gaussian random variable with mean 0 and covariance given by Formula (6.15) for all $k=0, \ldots, n-1$. Hence the state noise vector $W_{k+1}^{m}$ is Gaussian with mean 0 and covariance matrix

$$
\begin{aligned}
\left(\operatorname{Cov}\left(W_{k+1}^{m}\right)\right)_{i j} & =\left(\int_{t_{k}}^{t_{k+1}} \mathcal{U}\left(t_{k+1}-s\right) Q \mathcal{U}^{*}\left(t_{k+1}-s\right) d s \varphi_{i}^{m}, \varphi_{j}^{m}\right) \\
& =\int_{t_{k}}^{t_{k+1}}\left(\mathcal{U}\left(t_{k+1}-s\right) Q \mathcal{U}^{*}\left(t_{k+1}-s\right) \varphi_{i}^{m}, \varphi_{j}^{m}\right) d s
\end{aligned}
$$

for all $i, j=1, \ldots, N_{m}$ and $k=0, \ldots, n-1$. We define the matrix $Q_{k, l}^{m}(s)$ by

$$
\left(Q_{k, l}^{m}(s)\right)_{i j}:=\left(\mathcal{U}\left(t_{k}-s\right) Q \mathcal{U}^{*}\left(t_{l}-s\right) \varphi_{i}^{m}, \varphi_{j}^{m}\right)
$$

for all $i, j=1, \ldots, N_{m}, k, l=0, \ldots, n-1$ and $s \in\left[0, t_{k} \wedge t_{l}\right]$. Then

$$
\begin{equation*}
\operatorname{Cov}\left(W_{k+1}^{m}\right)=\int_{t_{k}}^{t_{k+1}} Q_{k+1, k+1}^{m}(s) d s \tag{6.20}
\end{equation*}
$$

for all $k=0, \ldots, n-1$. Since the state noises $W_{k}$ and $W_{l}$ are uncorrelated for all $k \neq l$, by the Gaussianity the state noise vectors $W_{k}^{m}$ and $W_{l}^{m}$ are independent if $k \neq l$.

We use our knowledge of the stochastic behaviour of the continuous evolution equation (6.13) for the examination of the discretization error $E_{k+1}^{m}$ for all $k=0, \ldots, n-1$. The concentration distribution $C_{k}$ has a Gaussian modification with mean $\mathcal{U}\left(t_{k}\right) c_{0}$ and covariance given by Formula (6.14) where $t=t_{k}$ for all $k=0, \ldots, n-1$. Hence the discretization error $E_{k+1}^{m}$ has a Gaussian version for all $k=0, \ldots, n-1$. The mean of the Gaussian version is given by

$$
\begin{aligned}
\left(\mathbb{E} E_{k+1}^{m}\right)_{i} & =\mathbb{E}\left(C_{k},\left(I-P_{m}\right) \mathcal{U}^{*}\left(\Delta_{k}\right) \varphi_{i}^{m}\right)=\left(\mathbb{E} C_{k},\left(I-P_{m}\right) \mathcal{U}^{*}\left(\Delta_{k}\right) \varphi_{i}^{m}\right) \\
& =\left(\mathcal{U}\left(t_{k}\right) c_{0},\left(I-P_{m}\right) \mathcal{U}^{*}\left(\Delta_{k}\right) \varphi_{i}^{m}\right)=\left(c_{0}, \mathcal{U}^{*}\left(t_{k}\right)\left(I-P_{m}\right) \mathcal{U}^{*}\left(\Delta_{k}\right) \varphi_{i}^{m}\right)
\end{aligned}
$$

for all $i=1, \ldots, N_{m}$ and $k=0, \ldots, n-1$. Thus

$$
\left(\mathbb{E} E_{k+1}^{m}\right)_{i}=\left(c_{0}, \mathcal{U}^{*}\left(t_{k+1}\right) \varphi_{i}^{m}\right)-\sum_{l=1}^{N_{m}}\left(\mathcal{U}\left(\Delta_{k}\right) \varphi_{l}^{m}, \varphi_{i}^{m}\right)\left(c_{0}, \mathcal{U}^{*}\left(t_{k}\right) \varphi_{l}^{m}\right)
$$

for all $i=1, \ldots, N_{m}$ because

$$
\begin{aligned}
\mathcal{U}^{*}(t)\left(I-P_{m}\right) \mathcal{U}^{*}(s) f & =\mathcal{U}^{*}(t+s) f-\sum_{l=1}^{N_{m}}\left(\mathcal{U}^{*}(s) f, \varphi_{l}^{m}\right) \mathcal{U}^{*}(t) \varphi_{l}^{m} \\
& =\mathcal{U}^{*}(t+s) f-\sum_{l=1}^{N_{m}}\left(\mathcal{U}(s) \varphi_{l}^{m}, f\right) \mathcal{U}^{*}(t) \varphi_{l}^{m}
\end{aligned}
$$

for all $f \in L^{2}(D)$ and $s, t \in[0, T]$. Hence

$$
\mathbb{E} E_{k+1}^{m}=\left[\begin{array}{c}
\left(\mathcal{U}\left(t_{k+1}\right) c_{0}, \varphi_{1}^{m}\right)  \tag{6.21}\\
\vdots \\
\left(\mathcal{U}\left(t_{k+1}\right) c_{0}, \varphi_{N_{m}}^{m}\right)
\end{array}\right]+A_{k+1}^{m}\left[\begin{array}{c}
\left(\mathcal{U}\left(t_{k}\right) c_{0}, \varphi_{1}^{m}\right) \\
\vdots \\
\left(\mathcal{U}\left(t_{k}\right) c_{0}, \varphi_{N_{m}}^{m}\right)
\end{array}\right]
$$

for all $k=0, \ldots, n-1$. The covariance matrix of the Gaussian version is given by

$$
\begin{aligned}
& \left(\operatorname{Cov} E_{k+1}^{m}\right)_{i j} \\
& =\left(\operatorname{Cov}\left(C_{k}\right)\left(I-P_{m}\right) \mathcal{U}^{*}\left(\Delta_{k}\right) \varphi_{i}^{m},\left(I-P_{m}\right) \mathcal{U}^{*}\left(\Delta_{k}\right) \varphi_{j}^{m}\right) \\
& =\left(\mathcal{U}\left(t_{k}\right) \Gamma_{0} \mathcal{U}^{*}\left(t_{k}\right)\left(I-P_{m}\right) \mathcal{U}^{*}\left(\Delta_{k}\right) \varphi_{i}^{m},\left(I-P_{m}\right) \mathcal{U}^{*}\left(\Delta_{k}\right) \varphi_{j}^{m}\right)+ \\
& \quad+\left(\int_{0}^{t_{k}} \mathcal{U}\left(t_{k}-s\right) Q \mathcal{U}^{*}\left(t_{k}-s\right) d s\left(I-P_{m}\right) \mathcal{U}^{*}\left(\Delta_{k}\right) \varphi_{i}^{m},\left(I-P_{m}\right) \mathcal{U}^{*}\left(\Delta_{k}\right) \varphi_{j}^{m}\right) \\
& =\left(\Gamma_{0} \mathcal{U}^{*}\left(t_{k}\right)\left(I-P_{m}\right) \mathcal{U}^{*}\left(\Delta_{k}\right) \varphi_{i}^{m}, \mathcal{U}^{*}\left(t_{k}\right)\left(I-P_{m}\right) \mathcal{U}^{*}\left(\Delta_{k}\right) \varphi_{j}^{m}\right)+ \\
& \quad+\int_{0}^{t_{k}}\left(Q \mathcal{U}^{*}\left(t_{k}-s\right)\left(I-P_{m}\right) \mathcal{U}^{*}\left(\Delta_{k}\right) \varphi_{i}^{m}, \mathcal{U}^{*}\left(t_{k}-s\right)\left(I-P_{m}\right) \mathcal{U}^{*}\left(\Delta_{k}\right) \varphi_{j}^{m}\right) d s
\end{aligned}
$$

for all $i, j=1, \ldots, N_{m}$ and $k=0, \ldots, n-1$. Since $\Gamma_{0}$ and $Q$ are self-adjoint as the covariance operator of Gaussian random variables,

$$
\begin{aligned}
& \left(\operatorname{Cov} E_{k+1}^{m}\right)_{i j} \\
& =\left(\Gamma_{0} \mathcal{U}^{*}\left(t_{k+1}\right) \varphi_{i}^{m}, \mathcal{U}^{*}\left(t_{k+1}\right) \varphi_{j}^{m}\right)+ \\
& \quad-\sum_{l=1}^{N_{m}}\left(\mathcal{U}\left(\Delta_{k}\right) \varphi_{l}^{m}, \varphi_{j}^{m}\right)\left(\Gamma_{0} \mathcal{U}^{*}\left(t_{k}\right) \varphi_{l}^{m}, \mathcal{U}^{*}\left(t_{k+1}\right) \varphi_{i}^{m}\right)+ \\
& \quad-\sum_{l=1}^{N_{m}}\left(\mathcal{U}\left(\Delta_{k}\right) \varphi_{l}^{m}, \varphi_{i}^{m}\right)\left(\Gamma_{0} \mathcal{U}^{*}\left(t_{k}\right) \varphi_{l}^{m}, \mathcal{U}^{*}\left(t_{k+1}\right) \varphi_{j}^{m}\right)+ \\
& \left.\quad+\sum_{l, p=1}^{N_{m}}\left(\mathcal{U}\left(\Delta_{k}\right) \varphi_{l}^{m}, \varphi_{i}^{m}\right)\left(\mathcal{U}\left(\Delta_{k}\right) \varphi_{p}^{m}, \varphi_{j}^{m}\right)\left(\Gamma_{0} \mathcal{U}^{*}\left(t_{k}\right)\right) \varphi_{l}^{m}, \mathcal{U}^{*}\left(t_{k}\right) \varphi_{p}^{m}\right)+ \\
& \quad+\int_{0}^{t_{k}}\left(Q \mathcal{U}^{*}\left(t_{k+1}-s\right) \varphi_{i}^{m}, \mathcal{U}^{*}\left(t_{k+1}-s\right) \varphi_{j}^{m}\right) d s+ \\
& \quad-\sum_{l=1}^{N_{m}}\left(\mathcal{U}\left(\Delta_{k}\right) \varphi_{l}^{m}, \varphi_{j}^{m}\right) \int_{0}^{t_{k}}\left(Q \mathcal{U}^{*}\left(t_{k}-s\right) \varphi_{l}^{m}, \mathcal{U}^{*}\left(t_{k+1}-s\right) \varphi_{i}^{m}\right) d s+ \\
& \quad-\sum_{l=1}^{N_{m}}\left(\mathcal{U}\left(\Delta_{k}\right) \varphi_{l}^{m}, \varphi_{i}^{m}\right) \int_{0}^{t_{k}}\left(Q \mathcal{U}^{*}\left(t_{k}-s\right) \varphi_{l}^{m}, \mathcal{U}^{*}\left(t_{k+1}-s\right) \varphi_{j}^{m}\right) d s+ \\
& \quad+\sum_{l, p=1}^{N_{m}}\left(\mathcal{U}\left(\Delta_{k}\right) \varphi_{l}^{m}, \varphi_{i}^{m}\right)\left(\mathcal{U}\left(\Delta_{k}\right) \varphi_{p}^{m}, \varphi_{j}^{m}\right) \int_{0}^{t_{k}}\left(Q \mathcal{U}^{*}\left(t_{k}-s\right) \varphi_{l}^{m}, \mathcal{U}^{*}\left(t_{k}-s\right) \varphi_{p}^{m}\right) d s
\end{aligned}
$$

for all $i, j=1, \ldots, N_{m}$ and $k=0, \ldots, n-1$. We define the matrix $\Gamma_{0, l}^{m, k}$ by

$$
\left(\Gamma_{0, l}^{m, k}\right)_{i j}:=\left(\mathcal{U}\left(t_{k}\right) \Gamma_{0} \mathcal{U}^{*}\left(t_{l}\right) \varphi_{i}^{m}, \varphi_{j}^{m}\right)
$$

for all $i, j=1, \ldots, N_{m}$ and $k, l=0, \ldots, n-1$. Then
$\operatorname{Cov} E_{k+1}^{m}=\Gamma_{0, k+1}^{m, k+1}-\left(A_{k+1}^{m} \Gamma_{0, k}^{m, k+1}\right)^{T}-A_{k+1}^{m} \Gamma_{0, k}^{m, k+1}+A_{k+1}^{m} \Gamma_{0, k}^{m, k}\left(A_{k+1}^{m}\right)^{T}+$

$$
\begin{align*}
& +\int_{0}^{t_{k}} Q_{k+1, k+1}^{m}(s) d s-\int_{0}^{t_{k}}\left(A_{k+1}^{m} Q_{k+1, k}^{m}(s)\right)^{T} d s+  \tag{6.22}\\
& -\int_{0}^{t_{k}} A_{k+1}^{m} Q_{k+1, k}^{m}(s) d s+\int_{0}^{t_{k}} A_{k+1}^{m} Q_{k, k}^{m}(s)\left(A_{k+1}^{m}\right)^{T} d s
\end{align*}
$$

for all $k=0, \ldots, n-1$ where the integration is done componentwise.
Since $C_{k}$ and $W_{k+1}$ are independent, also $C_{k}^{m}$ and $W_{k+1}^{m}$ as well as $E_{k+1}^{m}$ and $W_{k+1}^{m}$ are mutually independent for all $k=0, \ldots, n-1$. On the other hand, $C_{k}^{m}$ and $E_{k+1}^{m}$ are correlated for all $k=0, \ldots, n-1$. The correlation matrix of $C_{k}^{m}$ and $E_{k+1}^{m}$ can be calculated by using the continuous evolution equation (6.13) for all $k=0, \ldots, n-1$.

Then

$$
\begin{aligned}
\left(\operatorname{Cor}\left(C_{k}^{m}, E_{k+1}^{m}\right)\right)_{i j}= & \left(\operatorname{Cov}\left(C_{k}\right) \varphi_{i}^{m},\left(I-P_{m}\right) \mathcal{U}^{*}\left(\Delta_{k}\right) \varphi_{j}^{m}\right) \\
= & \left(\mathcal{U}\left(t_{k}\right) \Gamma_{0} \mathcal{U}^{*}\left(t_{k}\right) \varphi_{i}^{m},\left(I-P_{m}\right) \mathcal{U}^{*}\left(\Delta_{k}\right) \varphi_{j}^{m}\right)+ \\
& +\left(\int_{0}^{t_{k}} \mathcal{U}\left(t_{k}-s\right) Q \mathcal{U}^{*}\left(t_{k}-s\right) d s \varphi_{i}^{m},\left(I-P_{m}\right) \mathcal{U}^{*}\left(\Delta_{k}\right) \varphi_{j}^{m}\right) \\
= & \left(\Gamma_{0} \mathcal{U}^{*}\left(t_{k}\right) \varphi_{i}^{m}, \mathcal{U}^{*}\left(t_{k}\right)\left(I-P_{m}\right) \mathcal{U}^{*}\left(\Delta_{k}\right) \varphi_{j}^{m}\right)+ \\
& +\int_{0}^{t_{k}}\left(Q \mathcal{U}^{*}\left(t_{k}-s\right) \varphi_{i}^{m}, \mathcal{U}^{*}\left(t_{k}-s\right)\left(I-P_{m}\right) \mathcal{U}^{*}\left(\Delta_{k}\right) \varphi_{j}^{m}\right) d s
\end{aligned}
$$

for all $i, j=1, \ldots, N_{m}$ and $k=0, \ldots, n-1$. Thus

$$
\begin{aligned}
\left(\operatorname{Cor}\left(C_{k}^{m}, E_{k+1}^{m}\right)\right)_{i j}= & \left(\Gamma_{0} \mathcal{U}^{*}\left(t_{k}\right) \varphi_{i}^{m}, \mathcal{U}^{*}\left(t_{k+1}\right) \varphi_{j}^{m}\right)+ \\
& -\sum_{l=1}^{N_{m}}\left(\mathcal{U}\left(\Delta_{k}\right) \varphi_{l}^{m}, \varphi_{j}^{m}\right)\left(\Gamma_{0} \mathcal{U}^{*}\left(t_{k}\right) \varphi_{l}^{m}, \mathcal{U}^{*}\left(t_{k}\right) \varphi_{i}^{m}\right)+ \\
& +\int_{0}^{t_{k}}\left(Q \mathcal{U}^{*}\left(t_{k}-s\right) \varphi_{i}^{m}, \mathcal{U}^{*}\left(t_{k+1}-s\right) \varphi_{j}^{m}\right) d s+ \\
& -\sum_{l=1}^{N_{m}}\left(\mathcal{U}\left(\Delta_{k}\right) \varphi_{l}^{m}, \varphi_{j}^{m}\right) \int_{0}^{t_{k}}\left(Q \mathcal{U}^{*}\left(t_{k}-s\right) \varphi_{l}^{m}, \mathcal{U}^{*}\left(t_{k}-s\right) \varphi_{i}^{m}\right) d s
\end{aligned}
$$

for all $i, j=1, \ldots, N_{m}$ and hence

$$
\begin{align*}
& \operatorname{Cor}\left(C_{k}^{m}, E_{k+1}^{m}\right) \\
& =\Gamma_{0, k}^{m, k+1}-\left(A_{k+1}^{m} \Gamma_{0, k}^{m, k}\right)^{T}+\int_{0}^{t_{k}}\left(Q_{k+1, k}^{m}(s)-\left(A_{k+1}^{m} Q_{k, k}^{m}(s)\right)^{T}\right) d s \tag{6.23}
\end{align*}
$$

for all $k=0, \ldots, n-1$.
According to the discretized evolution equation (6.18) the random variable $C_{k+1}^{m}$ has a Gaussian version. The mean of the Gaussian version is

$$
\begin{equation*}
\mathbb{E} C_{k+1}^{m}=\mathbb{E}\left(A_{k+1}^{m} C_{k}^{m}+E_{k+1}^{m}+W_{k+1}^{m}\right)=A_{k+1}^{m} \mathbb{E} C_{k}^{m}+\mathbb{E} E_{k+1}^{m} \tag{6.24}
\end{equation*}
$$

and the covariance matrix is

$$
\begin{align*}
\operatorname{Cov} C_{k+1}^{m}= & \operatorname{Cov}\left(A_{k+1}^{m} C_{k}^{m}+E_{k+1}^{m}+W_{k+1}^{m}\right) \\
= & \operatorname{Cov}\left(A_{k+1}^{m} C_{k}^{m}\right)+\operatorname{Cor}\left(A_{k+1}^{m} C_{k}^{m}, E_{k+1}^{m}\right)+ \\
& +\operatorname{Cor}\left(E_{k+1}^{m}, A_{k+1}^{m} C_{k}^{m}\right)+\operatorname{Cov} E_{k+1}^{m}+\operatorname{Cov} W_{k+1}^{m}  \tag{6.25}\\
= & A_{k+1}^{m} \operatorname{Cov}\left(C_{k}^{m}\right)\left(A_{k+1}^{m}\right)^{T}+A_{k+1}^{m} \operatorname{Cor}\left(C_{k}^{m}, E_{k+1}^{m}\right)+ \\
& +\operatorname{Cor}\left(C_{k}^{m}, E_{k+1}^{m}\right)^{T}\left(A_{k+1}^{m}\right)^{T}+\operatorname{Cov} E_{k+1}^{m}+\operatorname{Cov} W_{k+1}^{m}
\end{align*}
$$

for all $k=0, \ldots, n-1$.

## Observation Equation

Since both the operator $U$ and mapping $g$ are non-linear, the space discretization of the observation equation (6.17) is far more difficult than the evolution equation (6.16), especially when we are interested in the discretization error. We assume
that the function $g$ is Fréchet differentiable. Then we can linearize the observation equation (6.17). For all $k=1, \ldots, n$

$$
\begin{aligned}
V^{k} & =U\left(g\left(C_{k}\right) ; I^{k}\right)+S^{k} \\
& \approx U\left(g(f) ; I^{k}\right)+U^{\prime}\left(g(f) ; I^{k}\right) g^{\prime}(f)\left(C_{k}-f\right)+S^{k} \\
& =U\left(g(f) ; I^{k}\right)-U^{\prime}\left(g(f) ; I^{k}\right) g^{\prime}(f) f+U^{\prime}\left(g(f) ; I^{k}\right) g^{\prime}(f) C_{k}+S^{k}
\end{aligned}
$$

where $f \in L^{2}(D)$. The point $f$ in which the linearization is done should be chosen wisely. It may be, for example, the mean of the initial value. The linearization induces error. However, in future we ignore the linearization error. We denote $b_{k}:=$ $U\left(g(f) ; I^{k}\right)-U^{\prime}\left(g(f) ; I^{k}\right) g^{\prime}(f) f$ and $B_{k}:=U^{\prime}\left(g(f) ; I^{k}\right) g^{\prime}(f)$ for all $k=1, \ldots, n$. Then $b_{k} \in \mathbb{R}^{L}$ and $B_{k}: L^{2}(D) \rightarrow \mathbb{R}^{L}$ is a bounded linear operator for all $k=1, \ldots, n$. The linearized observation equation is

$$
\begin{equation*}
V^{k}=B_{k} C_{k}+b_{k}+S^{k} \tag{6.26}
\end{equation*}
$$

for all $k=1, \ldots, n$. Then the discretized observation equation is

$$
\begin{equation*}
V^{k}=B_{k} P_{m} C_{k}+B_{k}\left(I-P_{m}\right) C_{k}+b_{k}+S^{k}=\left[B_{k} \varphi\right] C_{k}^{m}+\mathcal{E}_{k}^{m}+b_{k}+S^{k} \tag{6.27}
\end{equation*}
$$

for all $k=1, \ldots, n$ where $\left[B_{k} \varphi\right]:=\left[B_{k} \varphi_{1}^{m} \ldots B_{k} \varphi_{N_{m}}^{m}\right]$ is the $L \times N_{m}$ matrix whose $l^{\text {th }}$ column is $B_{k} \varphi_{l}^{m}$ for all $l=1, \ldots, N_{m}$ and $\mathcal{E}_{k}^{m}:=B_{k}\left(I-P_{m}\right) C_{k}$ represents the discretization error. The discretized observation equation (6.27) is used in the observation updating step of the Bayesian filtering. We need to define the statistical quantities of the processes $\left\{\mathcal{E}_{k}^{m}\right\}_{k=1}^{n}$ and $\left\{V^{k}\right\}_{k=1}^{n}$.

We use our knowledge of the stochastic behaviour of the continuous evolution equation (6.13). We assume that the process $S(t), t \geq 0$, is a Gaussian process independent of the process $C(t), t \geq 0$. Then $S^{k}$ is independent of $C_{k}^{m}$ and $\mathcal{E}_{k}^{m}$ for all $k=1, \ldots, n$. On the other hand, $C_{k}^{m}$ and $\mathcal{E}_{k}^{m}$ are correlated for all $k=1, \ldots, n$. The concentration distribution $C_{k}$ has a Gaussian modification with mean $\mathcal{U}\left(t_{k}\right) c_{0}$ and covariance given by Formula (6.14) where $t=t_{k}$ for all $k=1, \ldots, n$. Hence the discretization error $\mathcal{E}_{k}^{m}$ has a Gaussian version for all $k=1, \ldots, n$. The mean of the Gaussian version is

$$
\mathbb{E} \mathcal{E}_{k}^{m}=B_{k}\left(I-P_{m}\right) \mathcal{U}\left(t_{k}\right) c_{0}
$$

and the covariance matrix is

$$
\begin{aligned}
\operatorname{Cov} \mathcal{E}_{k}^{m}= & B_{k}\left(I-P_{m}\right) \mathcal{U}\left(t_{k}\right) \Gamma_{0} \mathcal{U}^{*}\left(t_{k}\right)\left(I-P_{m}\right) B_{k}^{*}+ \\
& +\int_{0}^{t_{k}} B_{k}\left(I-P_{m}\right) \mathcal{U}\left(t_{k}-s\right) Q \mathcal{U}^{*}\left(t_{k}-s\right)\left(I-P_{m}\right) B_{k}^{*} d s
\end{aligned}
$$

for all $k=1, \ldots, n$. The correlation matrix of $C_{k}^{m}$ and $\mathcal{E}_{k}^{m}$ can be calculated by using the continuous evolution equation (6.13) for all $k=1, \ldots, n$. First of all,

$$
\begin{aligned}
\operatorname{Cor}\left(\left[B_{k} \varphi\right] C_{k}^{m}, \mathcal{E}_{k}^{m}\right)= & \operatorname{Cor}\left(B_{k} P_{m} C_{k}, B_{k}\left(I-P_{m}\right) C_{k}\right) \\
= & B_{k} P_{m} \operatorname{Cov}\left(C_{k}\right)\left(I-P_{m}\right) B_{k}^{*} \\
= & B_{k} P_{m} \mathcal{U}\left(t_{k}\right) \Gamma_{0} \mathcal{U}^{*}\left(t_{k}\right)\left(I-P_{m}\right) B_{k}^{*}+ \\
& +\int_{0}^{t_{k}} B_{k} P_{m} \mathcal{U}\left(t_{k}-s\right) Q \mathcal{U}^{*}\left(t_{k}-s\right)\left(I-P_{m}\right) B_{k}^{*} d s
\end{aligned}
$$

for all $k=1, \ldots, n$. If the matrix $\left[B_{k} \varphi\right]$ is invertable,

$$
\operatorname{Cor}\left(C_{k}^{m}, \mathcal{E}_{k}^{m}\right)=\left[B_{k} \varphi\right]^{-1} \operatorname{Cor}\left(\left[B_{k} \varphi\right] C_{k}^{m}, \mathcal{E}_{k}^{m}\right)
$$

for all $k=1, \ldots, n$.
In the observation updating step of the Bayesian filtering we need the joint probability distribution of $C_{k}^{m}$ and $V^{k}$ for all $k=1, \ldots, n$. By the continuous evolution equation (6.13) the random variable $C_{k}^{m}$ has a Gaussian version. According to the discretized observation equation (6.27) the random variable $V^{k}$ has a Gaussian version and the joint probability distribution of $C_{k}^{m}$ and $V^{k}$ is Gaussian. In addition, the mean of the Gaussian version of $V^{k}$ is

$$
\begin{equation*}
\mathbb{E} V^{k}=\mathbb{E}\left(\left[B_{k} \varphi\right] C_{k}^{m}+\mathcal{E}_{k}^{m}+b_{k}+S^{k}\right)=\left[B_{k} \varphi\right] \mathbb{E} C_{k}^{m}+\mathbb{E} \mathcal{E}_{k}^{m}+b_{k}+\mathbb{E} S^{k} \tag{6.28}
\end{equation*}
$$

and the covariance matrix is

$$
\begin{align*}
\operatorname{Cov} V^{k}= & \operatorname{Cov}\left(\left[B_{k} \varphi\right] C_{k}^{m}+\mathcal{E}_{k}^{m}+b_{k}+S^{k}\right) \\
= & \operatorname{Cov}\left(\left[B_{k} \varphi\right] C_{k}^{m}\right)+\operatorname{Cor}\left(\left[B_{k} \varphi\right] C_{k}^{m}, \mathcal{E}_{k}^{m}\right)+ \\
& +\operatorname{Cor}\left(\mathcal{E}_{k}^{m},\left[B_{k} \varphi\right] C_{k}^{m}\right)+\operatorname{Cov}\left(\mathcal{E}_{k}^{m}\right)+\operatorname{Cov}\left(S^{k}\right)  \tag{6.29}\\
= & {\left[B_{k} \varphi\right] \operatorname{Cov}\left(C_{k}^{m}\right)\left[B_{k} \varphi\right]^{T}+\operatorname{Cor}\left(\left[B_{k} \varphi\right] C_{k}^{m}, \mathcal{E}_{k}^{m}\right)+} \\
& +\operatorname{Cor}\left(\left[B_{k} \varphi\right] C_{k}^{m}, \mathcal{E}_{k}^{m}\right)^{T}+\operatorname{Cov}\left(\mathcal{E}_{k}^{m}\right)+\operatorname{Cov}\left(S^{k}\right)
\end{align*}
$$

for all $k=1, \ldots, n$. The correlation matrix of $C_{k}^{m}$ and $V^{k}$ is

$$
\begin{align*}
\operatorname{Cor}\left(C_{k}^{m}, V^{k}\right) & =\operatorname{Cor}\left(C_{k}^{m},\left[B_{k} \varphi\right] C_{k}^{m}+\mathcal{E}_{k}^{m}+b_{k}+S^{k}\right) \\
& =\operatorname{Cor}\left(C_{k}^{m},\left[B_{k} \varphi\right] C_{k}^{m}\right)+\operatorname{Cor}\left(C_{k}^{m}, \mathcal{E}_{k}^{m}\right)  \tag{6.30}\\
& =\operatorname{Cov}\left(C_{k}^{m}\right)\left[B_{k} \varphi\right]^{T}+\left[B_{k} \varphi\right]^{-1} \operatorname{Cor}\left(\left[B_{k} \varphi\right] C_{k}^{m}, \mathcal{E}_{k}^{m}\right)
\end{align*}
$$

for all $k=1, \ldots, n$.

## Bayesian Filtering

The discretized state estimation system concerning the electrical impedance process tomography problem is

$$
\begin{align*}
C_{k+1}^{m} & =A_{k+1}^{m} C_{k}^{m}+E_{k+1}^{m}+W_{k+1}^{m}, & & k=0, \ldots, n-1  \tag{6.31}\\
V^{k} & =\left[B_{k} \varphi\right] C_{k}^{m}+\mathcal{E}_{k}^{m}+b_{k}+S^{k}, & & k=1, \ldots, n \tag{6.32}
\end{align*}
$$

The state noise vectors $W_{k}^{m}$ and $W_{l}^{m}$ are mutually independent and also independent of $C_{0}^{m}$ for all $k \neq l$. We assume that the observation noise vectors $S^{k}$ are chosen such a way that $S^{k}$ and $S^{l}$ are mutually independent and also independent of $C_{0}^{m}$ for all $k \neq l$ and $S^{k}$ and $W_{l}^{m}$ are mutually independent for all $k, l=1, \ldots, n$. Then the stochastic processes $\left\{C_{k}^{m}\right\}_{k=0}^{n}$ and $\left\{V^{k}\right\}_{k=1}^{n}$ form an evolution-observation model. Therefore we may use the Bayesian filtering method.

In the evolution updating step of the Bayesian filtering it is assumed that we know the conditional probability density of $C_{k}^{m}$ with respect to some measurements $D_{k}:=$ $\left\{v^{1}, v^{2}, \ldots, v^{k}\right\}$. We need to calculate the conditional probability density of $C_{k+1}^{m}$
with respect to the data $D_{k}$. We suppose that the conditional expectation $\mathbb{E}\left(C_{k}^{m} \mid D_{k}\right)$ is a Gaussian random variable with mean $\bar{c}_{k}$ and covariance matrix $\Gamma_{k}$. According to the discretized evolution equation (6.31) we are able to present the joint distribution of $C_{k}^{m}$ and $C_{k+1}^{m}$ conditioned on the measurements $D_{k}$ and know that it is Gaussian. By Theorems 6.3 and 6.4 and Formulas (6.24) and (6.25) the Gaussianity of the joint probability density implies that the conditional marginal probability density of $C_{k+1}^{m}$ is Gaussian with mean

$$
\begin{equation*}
\bar{c}_{k+1}:=A_{k+1}^{m} \bar{c}_{k}+\mathbb{E} E_{k+1}^{m} \tag{6.33}
\end{equation*}
$$

and covariance matrix

$$
\begin{align*}
\Gamma_{k+1}:= & A_{k+1}^{m} \Gamma_{k}\left(A_{k+1}^{m}\right)^{T}+A_{k+1}^{m} \operatorname{Cor}\left(C_{k}^{m}, E_{k+1}^{m}\right)+ \\
& +\operatorname{Cor}\left(C_{k}^{m}, E_{k+1}^{m}\right)^{T}\left(A_{k+1}^{m}\right)^{T}+\operatorname{Cov} E_{k+1}^{m}+\operatorname{Cov} W_{k+1}^{m} \tag{6.34}
\end{align*}
$$

Thus the evolution updating step is defined if we are able to calculate the vector $\mathbb{E} E_{k+1}^{m}$ and matrices $A_{k+1}^{m}, \operatorname{Cov} E_{k+1}^{m}, \operatorname{Cov} W_{k+1}^{m}$ and $\operatorname{Cor}\left(C_{k}^{m}, E_{k+1}^{m}\right)$ given by Formulas (6.19)-(6.23) for all $k=0, \ldots, n-1$.

In the observation updating step of the Bayesian filtering it is assumed that we know the conditional probability density of $C_{k+1}^{m}$ with respect to some measured data $D_{k}:=\left\{v^{1}, v^{2}, \ldots, v^{k}\right\}$. A new measurement $v^{k+1}$ is obtained. We need to calculate the conditional probability density of $C_{k+1}^{m}$ with respect to measurements $D_{k+1}:=\left\{v^{1}, v^{2}, \ldots, v^{k+1}\right\}$. We suppose that the conditional expectation $\mathbb{E}\left(C_{k+1}^{m} \mid D_{k}\right)$ is a Gaussian random variable with mean $\bar{c}_{k+1}$ and covariance matrix $\Gamma_{k+1}$. By Theorems 6.3 and 6.4 the conditional probability density of $C_{k+1}^{m}$ with respect to the data $D_{k+1}$ is Gaussian with mean

$$
\begin{equation*}
\tilde{c}_{k+1}:=\bar{c}_{k+1}+\operatorname{Cor}\left(C_{k+1}^{m}, V^{k+1}\right) \operatorname{Cov}\left(V^{k+1}\right)^{-1}\left(v^{k+1}-\mathbb{E} V^{k+1}\right) \tag{6.35}
\end{equation*}
$$

and covariance matrix

$$
\begin{equation*}
\widetilde{\Gamma}_{k+1}=\Gamma_{k+1}-\operatorname{Cor}\left(C_{k+1}^{m}, V^{k+1}\right) \operatorname{Cov}\left(V^{k+1}\right)^{-1} \operatorname{Cor}\left(C_{k+1}^{m}, V^{k+1}\right)^{T} . \tag{6.36}
\end{equation*}
$$

Thus the observation updating step is defined if we are able to calculate the vector $\mathbb{E} V^{k+1}$ and matrices $\operatorname{Cov}\left(V^{k+1}\right)$ and $\operatorname{Cor}\left(C_{k+1}^{m}, V^{k+1}\right)$ given by Formulas (6.28)(6.30) for all $k=0, \ldots, n-1$.

The evaluation of the matrices needed in the Bayesian filtering method depends on the discretization space $\mathcal{V}_{m}$, analytic semigroup $\{\mathcal{U}(t)\}_{t \geq 0}$, function $c_{0}$, operators $\Gamma_{0}, Q$ and $B_{k}$, vector $b_{k}$ and statistics of the observation noise $S$ for all $k=1, \ldots, n$. Usually the discretization space $\mathcal{V}_{m}$ is chosen such a way that the projection $P_{m}$ is fairly easy to calculate. For example, the basis functions $\varphi_{l}^{m}$ have compact supports and they are piecewise polynomial. The function $c_{0}$ and operator $\Gamma_{0}$ represent our prior knowledge of the concentration distribution. The mean $c_{0}$ should illustrate the expected concentration distribution in the pipe and hence it depends heavily on the application. Since the diffusion is a smoothing operation, we may assume that the initial state is rather smooth. Thus the covariance operator $\Gamma_{0}$ should have some smoothness properties. Our certainty of the time evolution model is coded into the Wiener process and hence into the operator $Q$. The choice of $Q$ depends on the application. The crucial factor in the evaluation of the matrices is the analytic semigroup $\{\mathcal{U}(t)\}_{t \geq 0}$. Since it is defined by Formula (2.3), only in some special cases we can present the analytic semigroup in a closed form. In Subsection 6.3.5 we
study the one dimensional version of the problem. Then the analytic semigroup is a convolution operator. The operator $B_{k}$ and vector $b_{k}$ for all $k=1, \ldots, n$ are related to the measurement situation. We need to be able to solve the complete electrode model for a known concentration distribution and also to calculate the Fréchet derivatives of mappings $U$ and $g$ for that concentration distribution. The function $g$ depends on the application. At least for strong electrolytes and multiphase mixtures relations between the conductivity and concentration distribution are studied and discussed in the literature. The observation noise $S$ represents the accuracy of the measurement equipment.

### 6.3.5 One Dimensional Model Case

As an example we examine the one dimensional case. Then the pipeline is modeled by the real line. In one dimension the electrical impedance tomography is not defined, especially not in unbounded domains. We have to use some other measurement process. Since we are interested in electrical impedance process tomography, the observation equation in this model case is not specified. One possibility is to observe point values of the concentration distribution through a blurring kernel and additive noise. Then the observation equation is linear. From the point of view of the evolution equation the one dimensional example is reasonable. We present some aspects of the approach introduced in this section. Numerical implementations are not included in this thesis.

Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a complete probability space. We examine the stochastic initial value problem

$$
\left\{\begin{array}{l}
d C(t)=L C(t) d t+d W(t), \quad t>0  \tag{6.37}\\
C(0)=C_{0}
\end{array}\right.
$$

where the operator $L$ is defined by

$$
\begin{aligned}
L: H^{2}(\mathbb{R}) & \rightarrow L^{2}(\mathbb{R}) \\
f & \mapsto \frac{d}{d x}\left(\kappa(x) \frac{d}{d x} f\right)-v(x) \frac{d}{d x} f
\end{aligned}
$$

For simplicity we assume that the diffusion coefficient and velocity of the flow do not depend on the space variable, i.e., $\kappa(x)=\kappa>0$ and $v(x)=v>0$ for all $x \in \mathbb{R}$. Let $W$ be an $L^{2}(\mathbb{R})$-valued $Q$-Wiener process where $Q$ is a positive self-adjoint trace class operator from $L^{2}(\mathbb{R})$ to itself with $\operatorname{Ker} Q=\{0\}$. As a normal filtration we have the augmentation $\left\{\mathcal{F}_{t}^{W, \mathbb{P}}\right\}_{t \geq 0}$ of the filtration generated by the Wiener process.

## Analytic Semigroup

By Theorem 6.5 the convection-diffusion operator

$$
\begin{aligned}
L: \mathcal{D}(L) \subset L^{2}(\mathbb{R}) & \rightarrow L^{2}(\mathbb{R}) \\
f & \mapsto\left(\kappa \frac{d^{2}}{d x^{2}}-v \frac{d}{d x}\right) f
\end{aligned}
$$

where $\mathcal{D}(L)=H^{2}(\mathbb{R})$ and $\kappa, v>0$ generates an analytic semigroup. Furthermore, the semigroup is strongly continuous. The semigroup is defined by Formula (2.3). We
do not want to examine the spectral properties of the convection-diffusion operator. We try to find an easier way to calculate the analytic semigroup. According to Theorem 2.8 the solution to the initial value problem

$$
\left\{\begin{array}{l}
\frac{\partial}{\partial t} c(t, x)=\kappa \frac{\partial^{2}}{\partial x^{2}} c(t, x)-v \frac{\partial}{\partial x} c(t, x), \quad t>0  \tag{6.38}\\
c(0, x)=c_{0}(x)
\end{array}\right.
$$

where $c_{0} \in L^{2}(\mathbb{R})$ is given by the analytic semigroup generated by the convectiondiffusion operator $L$. By solving the initial value problem (6.38) using other techniques we are able to find the analytic semigroup generated by the convectiondiffusion operator. We may use a Ito diffusion to solve the initial value problem (6.38) when $c_{0} \in C_{0}^{2}(\mathbb{R})$ and then try to generalize the form of the solution to the initial values $c_{0} \in L^{2}(\mathbb{R})$.

Definition 6.7. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space. A Ito diffusion is a stochastic process $X(t)(\omega)=X(t, \omega):[0, \infty) \times \Omega \rightarrow \mathbb{R}^{n}$ satisfying a stochastic differential equation

$$
\left\{\begin{array}{l}
d X(t)=b(X(t)) d t+\sigma(X(t)) d B(t), \quad t>0  \tag{6.39}\\
X(0)=x
\end{array}\right.
$$

where $x \in \mathbb{R}, B(t)$ is m-dimensional Brownian motion and $b: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ and $\sigma: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n \times m}$ are measurable functions satisfying

$$
\|b(x)\|_{\mathbb{R}^{n}}+\|\sigma(x)\|_{\mathbb{R}^{n \times m}} \leq C\left(1+\|x\|_{\mathbb{R}^{n}}\right)
$$

for all $x \in \mathbb{R}^{n}$ with some constant $C>0$ and

$$
\|b(x)-b(y)\|_{\mathbb{R}^{n}}+\|\sigma(x)-\sigma(y)\|_{\mathbb{R}^{n \times m}} \leq D\|x-y\|_{\mathbb{R}^{n}}
$$

for all $x, y \in \mathbb{R}^{n}$ with some constant $D>0$.

We denote the (unique) solution of the stochastic differential equation (6.39) by $\left\{X^{x}(t)\right\}_{t \geq 0}$. The existence and uniqueness of a solution is proved in [21, Theorem 5.2.1].

Definition 6.8. Let $\{X(t)\}_{t \geq 0}$ be an Ito diffusion in $\mathbb{R}^{n}$. The (infinitesimal) generator $A$ of $X$ is defined by

$$
A f(x)=\lim _{t \rightarrow 0^{+}} \frac{\mathbb{E}^{x}[f(X(t))]-f(x)}{t}
$$

for $x \in \mathbb{R}^{n}$ where $\mathbb{E}^{x}$ is the expectation with respect to the law of the Ito diffusion $X$ assuming that $X(0)=x$, i.e.,

$$
\mathbb{E}^{x}[f(X(t))]=\mathbb{E}\left[f\left(X^{x}(t)\right)\right]=\int_{\Omega} f\left(X^{x}(t)\right) d \mathbb{P}=\int_{\mathbb{R}^{n}} f(y) \mathcal{L}\left(X^{x}(t)\right)(d y)
$$

The set of functions $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ such that the limit exists at $x$ is denoted by $\mathcal{D}_{x}(A)$ while $\mathcal{D}(A)$ denotes the set of functions for which the limit exists for all $x \in \mathbb{R}^{n}$.

The infinitesimal generator of an Ito diffusion has a presentation as a differential operator.

Theorem 6.9. [21, Theorem 7.3.3] Let $X$ be the Ito diffusion

$$
d X(t)=b(X(t)) d t+\sigma(X(t)) d B(t), \quad t>0
$$

If $f \in C_{0}^{2}\left(\mathbb{R}^{n}\right)$, then $f \in \mathcal{D}(A)$ and

$$
A f(x)=\sum_{i=1}^{n} b_{i}(x) \frac{\partial f}{\partial x_{i}}+\frac{1}{2} \sum_{i, j=1}^{n}\left(\sigma \sigma^{T}\right)_{i j}(x) \frac{\partial^{2} f}{\partial x_{i} \partial x_{j}}
$$

for all $x \in \mathbb{R}^{n}$.

Theorem 6.9 indicates that Ito diffusions may be used for solving initial value problems.

Theorem 6.10. [21, Theorem 8.1.1] Let $X$ be an Ito diffusion in $\mathbb{R}^{n}$ with generator A. Let $f \in C_{0}^{2}\left(\mathbb{R}^{n}\right)$.
(i) We define

$$
\begin{equation*}
u(t, x)=\mathbb{E}^{x}[f(X(t))] \tag{6.40}
\end{equation*}
$$

for all $t>0$ and $x \in \mathbb{R}^{n}$. Then $u(t, \cdot) \in \mathcal{D}(A)$ for each $t>0$ and

$$
\begin{align*}
\frac{\partial}{\partial t} u(t, x) & =A u(t, x), & & t>0, x \in \mathbb{R}^{n}  \tag{6.41}\\
u(0, x) & =f(x), & & x \in \mathbb{R}^{n} \tag{6.42}
\end{align*}
$$

where the right hand side of (6.41) is to be interpreted as $A$ applied to the function $x \mapsto u(t, x)$ for each $t>0$.
(ii) Moreover, if $w(t, x) \in C^{1,2}\left(\mathbb{R} \times \mathbb{R}^{n}\right)$ is a bounded function satisfying (6.41) and (6.42), then $w(t, x)=u(t, x)$ given by (6.40) for all $t>0$ and $x \in \mathbb{R}^{n}$.

By Theorem 6.9 the generator of the Ito diffusion

$$
\left\{\begin{array}{l}
d X(t)=-v d t+\sqrt{2 \kappa} d B(t) \\
X(0)=x
\end{array}\right.
$$

is the convection-diffusion operator

$$
A=\kappa \frac{d^{2}}{d x^{2}}-v \frac{d}{d x}
$$

and $C_{0}^{2}(\mathbb{R}) \subset \mathcal{D}(A)$. Thus according to Theorem 6.10 the solution to the initial value problem (6.38) where $c_{0} \in C_{0}^{2}(\mathbb{R})$ is

$$
c(t, x)=\mathbb{E}^{x}\left[c_{0}(X(t))\right]
$$

for all $t>0$ and $x \in \mathbb{R}$. But

$$
X^{x}(t)=x-v t+\sqrt{2 \kappa} B(t)
$$

for all $t>0$. Thus for all $t>0$

$$
X^{x}(t) \sim \mathcal{N}(x-v t, 2 \kappa t)
$$

and the density function of $X^{x}(t)$ is

$$
\pi(y)=\frac{1}{2 \sqrt{\pi \kappa t}} \exp \left(-\frac{(x-y-v t)^{2}}{4 \kappa t}\right)
$$

for all $y \in \mathbb{R}$. Hence

$$
\begin{aligned}
c(t, x) & =\mathbb{E}\left[c_{0}\left(X^{x}(t)\right)\right]=\mathbb{E}\left[c_{0}(x-v t+\sqrt{2 \kappa} B(t))\right] \\
& =\frac{1}{2 \sqrt{\pi \kappa t}} \int_{-\infty}^{\infty} c_{0}(y) e^{-\frac{(x-y-v t)^{2}}{4 \kappa t}} d y
\end{aligned}
$$

for all $t>0$ and $x \in \mathbb{R}$. Let us denote

$$
\Phi(t, x)=\frac{1}{2 \sqrt{\pi \kappa t}} \exp \left(-\frac{(x-v t)^{2}}{4 \kappa t}\right)
$$

for all $t>0$ and $x \in \mathbb{R}$. Then

$$
\begin{equation*}
c(t, x)=\left(\Phi(t, \cdot) * c_{0}\right)(x) \tag{6.43}
\end{equation*}
$$

for all $t>0$ and $x \in \mathbb{R}$ where

$$
(\Phi(t, \cdot) * f)(x):=\int_{-\infty}^{\infty} \Phi(t, x-y) f(y) d y
$$

for all $f \in L^{2}(\mathbb{R})$. Thus the solution to the initial value problem (6.38) is the convolution of the intial value $c_{0}$ with the probability density $\Phi$ if $c_{0} \in C_{0}^{2}(\mathbb{R})$. We want to generalize this result to $L^{2}$-initial values.

We define an operator family $\{\mathcal{U}(t)\}_{t \geq 0}$ by

$$
\left\{\begin{array}{l}
\mathcal{U}(0) f=f \\
(\mathcal{U}(t) f)(x)=(\Phi(t, \cdot) * f)(x), \quad t>0
\end{array}\right.
$$

for all $f \in L^{2}(\mathbb{R})$. Then $\mathcal{U}(t)$ is clearly linear for all $t \geq 0$. Furthermore, $\mathcal{U}(t)$ is bounded for all $t \geq 0$ since

$$
\begin{aligned}
|\Phi(t, \cdot) * f(x)| & \leq \int_{-\infty}^{\infty} \Phi(t, x-y)|f(y)| d y \\
& \leq\left(\int_{-\infty}^{\infty} \Phi(t, x-y) d y\right)^{\frac{1}{2}}\left(\int_{-\infty}^{\infty} \Phi(t, x-y)|f(y)|^{2} d y\right)^{\frac{1}{2}} \\
& =\left(\int_{-\infty}^{\infty} \Phi(t, x-y)|f(y)|^{2} d y\right)^{\frac{1}{2}}
\end{aligned}
$$

and hence

$$
\begin{aligned}
\|\mathcal{U}(t) f\|_{L^{2}(\mathbb{R})}^{2} & =\int_{-\infty}^{\infty}|\Phi(t, \cdot) * f(x)|^{2} d x \leq \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \Phi(t, x-y)|f(y)|^{2} d y d x \\
& =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \Phi(t, x-y) d x|f(y)|^{2} d y=\|f\|_{L^{2}(\mathbb{R})}^{2}
\end{aligned}
$$

for all $f \in L^{2}(\mathbb{R})$. Thus $\mathcal{U}(t)$ is a bounded linear operator from $\left.L^{2}(\mathbb{R})\right)$ to itself for all $t \geq 0$. Additionally,

$$
\begin{aligned}
\mathcal{U}(t) \mathcal{U}(s) f(x) & =\frac{1}{4 \pi \kappa \sqrt{s t}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-\frac{((x-y)-v t)^{2}}{4 \kappa t}} e^{-\frac{((y-z)-v s)^{2}}{4 \kappa s}} f(z) d z d y \\
& =\frac{1}{4 \pi \kappa \sqrt{s t}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-\frac{((t+s) y-s x-t z)^{2}}{4 \kappa s t(t+s)}} d y e^{-\frac{((x-z)-v(t+s))^{2}}{4 \kappa(t+s)}} f(z) d z \\
& =\frac{1}{2 \sqrt{\pi \kappa(t+s)}} \int_{-\infty}^{\infty} e^{-\frac{((x-z)-v(t+s))^{2}}{4 \kappa(t+s)}} f(z) d z \\
& =\mathcal{U}(t+s) f(x)
\end{aligned}
$$

for all $f \in L^{2}(\mathbb{R}), s, t>0$ and $x \in \mathbb{R}$. Therefore $\{\mathcal{U}(t)\}_{t \geq 0}$ is a semigroup since $\mathcal{U}(t) \mathcal{U}(0)=\mathcal{U}(t)=\mathcal{U}(0) \mathcal{U}(t)$ for all $t>0$.

Let $c_{0} \in L^{2}(\mathbb{R})$. The solution to the initial value problem (6.38) is $c(t, x)=\mathcal{U}(t) c_{0}(x)$ for all $t \geq 0$ and $x \in \mathbb{R}$ because $c(0, x)=\mathcal{U}(0) c_{0}(x)=c_{0}(x)$ and

$$
\left(\frac{\partial}{\partial t}-\kappa \frac{\partial^{2}}{\partial x^{2}}+v \frac{\partial}{\partial x}\right) c(t, x)=\left(\left(\frac{\partial}{\partial t}-\kappa \frac{\partial^{2}}{\partial x^{2}}+v \frac{\partial}{\partial x}\right) \Phi(t, \cdot)\right) * c_{0}(x)=0
$$

Hence according to Theorem 2.8 the semigroup $\{\mathcal{U}(t)\}_{t \geq 0}$ is the strongly continuous analytic semigroup generated by the convection-diffusion operator.

## Wiener Process and the Initial Value

Our prior knowledge of the application we are interested in is coded into the choice of the initial value and covariance operator of the Wiener process. The initial value $C_{0}$ is a Gaussian random variable measurable with respect to the $\sigma$-algebra $\mathcal{F}_{0}^{W, \mathbb{P}}$. Hence we need to choose the mean $c_{0}$ and covariance operator $\Gamma_{0}$. In this model case our prior assumption is that the concentration distribution is almost uniform because in some real life applications that may be expected. Hence the mean could be a constant function. Since it should belong to $L^{2}(\mathbb{R})$, we have to do a cutting. In electrical impedance process tomography only finite number of electrodes are set on the surface of the pipe. Therefore we get information only from a part of the pipe. Our knowledge of the concentration distribution outside the so called measurement region is slight. Hence we may assume that the mean is a constant in the measurement region $|x| \leq M$ for some $M>0$ and decays exponentially outside of it, for instance

$$
c_{0}(x)= \begin{cases}c_{0} & \text { if }|x| \leq M  \tag{6.44}\\ c_{0} e^{-(|x|-M)} & \text { if }|x|>M\end{cases}
$$

for all $x \in \mathbb{R}$ where $c_{0}$ is a positive constant.
We need to choose an appropriate covariance operator for the initial value $C_{0}$. If the stochastic initial value problem (6.37) has the strong solution, by Definition 4.44 for almost all $(t, \omega) \in \Omega_{T}$ the solution $C(t, \omega)$ belongs to the domain of the convectiondiffusion operator, i.e., $C(t, \omega) \in H^{2}(\mathbb{R})$ for almost all $(t, \omega) \in \Omega_{T}$. Thus we may expect that the initial value has some sort of smoothness properties. We assume that

$$
\left(1-\frac{d^{2}}{d x^{2}}\right) C_{0}=\eta
$$

where $\eta$ is the Gaussian white noise in $L^{2}(\mathbb{R})$. Then $\mathbb{E}[(f, \eta)(g, \eta)]=(f, g)$ for all $f, g \in L^{2}(\mathbb{R})$. Thus for all $f, g \in C_{0}^{\infty}(\mathbb{R})$

$$
\begin{aligned}
(f, g) & =\mathbb{E}\left(\left(1-\frac{d^{2}}{d x^{2}}\right) f, C_{0}\right)\left(\left(1-\frac{d^{2}}{d x^{2}}\right) g, C_{0}\right) \\
& =\left(\Gamma_{0}\left(1-\frac{d^{2}}{d x^{2}}\right) f,\left(1-\frac{d^{2}}{d x^{2}}\right) g\right)
\end{aligned}
$$

We assume that $\Gamma_{0}$ is a convolution operator, i.e., $\Gamma_{0} f=\gamma_{0} * f$ for some $\gamma_{0} \in L^{2}(\mathbb{R})$.
Then by the Parseval formula,

$$
\begin{aligned}
(f, g) & =\left(\mathcal{F}\left(\left(\gamma_{0} *\left(1-\frac{d^{2}}{d x^{2}}\right) f\right), \mathcal{F}\left(\left(1-\frac{d^{2}}{d x^{2}}\right) g\right)\right)\right. \\
& =\left(\hat{\gamma}_{0}\left(1+\xi^{2}\right) \hat{f},\left(1+\xi^{2}\right) \hat{g}\right)=\left(\hat{\gamma}_{0}\left(1+\xi^{2}\right)^{2} \hat{f}, \hat{g}\right)
\end{aligned}
$$

for all $f, g \in C_{0}^{\infty}(\mathbb{R})$. Hence we have $\hat{\gamma}_{0}(\xi)=\left(1+\xi^{2}\right)^{-2}$ for all $\xi \in \mathbb{R}$. Thus by the calculus of residues,

$$
\gamma_{0}(x)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \frac{e^{i x \xi}}{\left(1+\xi^{2}\right)^{2}} d \xi=\sqrt{\frac{\pi}{8}}(1+|x|) e^{-|x|}
$$

for all $x \in \mathbb{R}$. Unfortunately, $\Gamma_{0}$ defined as an integral operator having the integral kernel $\gamma_{0}(x-y)$ is not a trace class operator. We have to do some sort of modification. We define an integral operator $\widetilde{\Gamma}_{0}$ with the integral kernel $\tilde{\gamma}_{0}(x, y)=w(x) \gamma_{0}(x-$ y) $w(y)$ where the function $w$ is exponentially decaying at infinity, $w(x)=1$ when $|x|<N$ with some $N>0$ and $0<w(x) \leq 1$ for all $x \in \mathbb{R}$. Then $\widetilde{\Gamma}_{0}$ is self-adjoint since $\gamma_{0}(x-y)=\gamma_{0}(y-x)$ for all $x, y \in \mathbb{R}$. By the Parseval formula,

$$
\left(\widetilde{\Gamma}_{0} f, f\right)=\left(\gamma_{0} *(w f), w f\right)=\left(\hat{\gamma}_{0} \widehat{w f}, \widehat{w f}\right)=\int_{-\infty}^{\infty} \hat{\gamma}_{0}(\xi)|\widehat{w f}(\xi)|^{2} d \xi
$$

for all $f \in L^{2}(\mathbb{R})$. Since $\hat{\gamma}_{0}(\xi)>0$ for all $\xi \in \mathbb{R}$, the operator $\widetilde{\Gamma}_{0}$ is positive. If $\widetilde{\Gamma}_{0} f=0$, then $\left(\widetilde{\Gamma}_{0} f, f\right)=0$. Thus $\widehat{w f}=0$ almost everywhere. Hence $f=0$ almost everywhere because $w>0$. Therefore the kernel of $\widetilde{\Gamma}_{0}$ is trivial. The operator $\widetilde{\Gamma}_{0}$ is a composition of three operators, $\widetilde{\Gamma}_{0}=M_{w} m_{\hat{\gamma}_{0}} M_{w}$ where

$$
M_{w}: L^{2}(\mathbb{R}) \rightarrow L^{2}(\mathbb{R}), \quad f \mapsto w f
$$

is a multiplier and

$$
m_{\hat{\gamma}_{0}}: L^{2}(\mathbb{R}) \rightarrow L^{2}(\mathbb{R}), \quad f \mapsto \mathcal{F}^{-1}\left(\hat{\gamma}_{0} \hat{f}\right)
$$

is a Fourier multiplier. Furthermore, $m_{\hat{\gamma}_{0}}=m_{\hat{\gamma}_{0}^{1 / 2}}^{2}$. So

$$
\widetilde{\Gamma}_{0}=M_{w} m_{\hat{\gamma}_{0}^{1 / 2}}^{2} M_{w}=\left(M_{w} m_{\hat{\gamma}_{0}^{1 / 2}}\right)\left(m_{\hat{\gamma}_{0}^{1 / 2}} M_{w}\right)=B^{*} B
$$

where

$$
B f:=m_{\hat{\gamma}_{0}^{1 / 2}} M_{w} f=\mathcal{F}^{-1}\left(\hat{\gamma}_{0}^{1 / 2} \widehat{w f}\right)=\mathcal{F}^{-1}\left(\hat{\gamma}_{0}^{1 / 2}\right) *(w f)
$$

for all $f \in L^{2}(\mathbb{R})$. Thus $B$ is an integral operator with the integral kernel

$$
b(x, y)=\mathcal{F}^{-1}\left(\hat{\gamma}_{0}^{1 / 2}\right)(x-y) w(y)=\frac{w(y)}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \frac{e^{i(x-y) \xi}}{1+\xi^{2}} d \xi=\sqrt{\frac{\pi}{2}} e^{-|x-y|} w(y)
$$

for all $x, y \in \mathbb{R}$. Since $b$ is square integrable in $\mathbb{R}^{2}$, by Example D. 7 the operator $B$ is a Hilbert-Schmidt operator. Hence according to Proposition D. 12 the operator $\widetilde{\Gamma}_{0}$ is nuclear. Therefore $\widetilde{\Gamma}_{0}$ is an appropriate covariance operator for a Gaussian random variable and it is a smoothing operator. In future we shall mark it without the tilde.

In this model case we assume that our model for the flow is rather accurate. Hence we use the same covariance operator for the Wiener process than for the initial value.

## Discretization Space

We need a family $\left\{\mathcal{V}_{m}\right\}_{m=1}^{\infty}$ of finite dimensional subspaces of $L^{2}(\mathbb{R})$ satisfying the following conditions
(i) $\mathcal{V}_{m} \subseteq \mathcal{V}_{m+1}$ for all $m \in \mathbb{N}$,
(ii) $\overline{\cup_{m} \mathcal{V}_{m}}=L^{2}(\mathbb{R})$ and
(iii) $P_{m} f \rightarrow f$ in $L^{2}(\mathbb{R})$ as $m \rightarrow \infty$ for all $f \in L^{2}(\mathbb{R})$ where $P_{m}$ is the orthogonal projection from $L^{2}(\mathbb{R})$ to $\mathcal{V}_{m}$.

Let us choose

$$
\mathcal{V}_{m}:=\operatorname{span}\left\{\sqrt{m} \chi_{\left[\frac{l-1}{m}-m, \frac{l}{m}-m\right]}, l=1, \ldots, 2 m^{2}\right\}
$$

for all $m \in \mathbb{N}$. Then $\mathcal{V}_{m} \subseteq \mathcal{V}_{m+1}$ and $\operatorname{dim} \mathcal{V}_{m} \leq 2 m^{2}$ for all $m \in \mathbb{N}$.
Lemma 6.11. $\overline{\cup_{m} \mathcal{V}_{m}}=L^{2}(\mathbb{R})$.

Proof. Since $\mathcal{V}_{m} \subset L^{2}(\mathbb{R})$ for all $m \in \mathbb{N}$, then $\overline{\cup_{m} \mathcal{V}_{m}}$ is a closed subspace of $L^{2}(\mathbb{R})$. We want to show that the orthocomplement of $\overline{\cup_{m} \mathcal{V}_{m}}$ is trivial. Let $f \in L^{2}(\mathbb{R})$ be such that $(f, \psi)=0$ for all $\psi \in \overline{\cup_{m} \mathcal{V}_{m}}$. Specially, for all intervals $I \subset \mathbb{R}$ such that $m(I)<\infty$ we have $\left(f, \chi_{I}\right)=0$ because $\chi_{I} \in \overline{\cup_{m} \mathcal{V}_{m}}$. Thus

$$
\frac{1}{m(I)} \int_{I} f(x) d x=0
$$

for all intervals $I \subset \mathbb{R}$ such that $m(I)<\infty$. Since $f \in L^{2}(\mathbb{R})$, then $f \in L^{1}(I)$ for all intervals $I \subset \mathbb{R}$ such that $m(I)<\infty$. Since for $L^{1}$-functions almost all points are the Lebesgue points,

$$
f(x)=\lim _{n \rightarrow \infty} \frac{1}{m\left(I_{n}\right)} \int_{I_{n}} f(x) d x=0
$$

for almost all $x \in \mathbb{R}$ where $I_{n}:=\left(x-r_{n}, x+r_{n}\right)$ and $\lim _{n \rightarrow \infty} r_{n}=0$. Hence $f \equiv 0$ and the orthocomplement of $\overline{\cup_{m} \mathcal{V}_{m}}$ is trivial. Thus $\overline{\cup_{m} \mathcal{V}_{m}}=L^{2}(\mathbb{R})$.

We denote

$$
\psi_{l}^{m}:=\sqrt{m} \chi_{\left[\frac{l-1}{m}-m, \frac{l}{m}-m\right]}
$$

for all $l=1, \ldots, 2 m^{2}$ and $m \in \mathbb{N}$. Since $\left(\psi_{i}^{m}, \psi_{j}^{m}\right)=\delta_{i j}$ for all $i, j=1, \ldots, 2 m^{2}$, the family $\left\{\psi_{l}^{m}\right\}_{l=1}^{2 m^{2}}$ is an orthonormal basis of $\mathcal{V}_{m}$ for all $m \in \mathbb{N}$. Thus $\operatorname{dim} \mathcal{V}_{m}=2 m^{2}$. We can define the orthogonal projections $P_{m}: L^{2}(\mathbb{R}) \rightarrow \mathcal{V}_{m}$ by

$$
P_{m} f=\sum_{l=1}^{2 m^{2}}\left(f, \psi_{l}^{m}\right) \psi_{l}^{m}=\sum_{l=-m^{2}+1}^{m^{2}} m \int_{\frac{l-1}{m}}^{\frac{l}{m}} f d x \chi_{\left[\frac{l-1}{m}, \frac{l}{m}\right]}
$$

for all $f \in L^{2}(\mathbb{R})$.
Lemma 6.12. $P_{m} f \rightarrow f$ in $L^{2}(\mathbb{R})$ as $m \rightarrow \infty$ for all $f \in L^{2}(\mathbb{R})$.
Proof. We can change the basis of $\mathcal{V}_{m}$ such a way that the new basis $\left\{\varphi_{l}^{m}\right\}_{l=1}^{2 m^{2}}$ is an orthonormal basis of $\mathcal{V}_{m}$ and

$$
\left\{\varphi_{l}^{m-1}\right\}_{l=1}^{2(m-1)^{2}} \subset\left\{\varphi_{l}^{m}\right\}_{l=1}^{2 m^{2}}
$$

for all $m \in \mathbb{N}$. We start with the basis of $\mathcal{V}_{1}$. The new basis of $\mathcal{V}_{2}$ is made by adding linearly independent members of the old basis to the basis of $\mathcal{V}_{1}$ and by using the Gram-Schmidt orthogonalization procedure. So, the new basis at level $m$ is obtained by adding linearly independent members of the old basis to the basis at level $m-1$ and by using the Gram-Schmidt orthogonalization procedure. Thus the basis is a growing family of functions and we can index them by the appearance. In this way we get an orthonormal basis $\left\{\varphi_{l}\right\}_{l=1}^{\infty}$ of $\cup_{m} \mathcal{V}_{m}$. The change of the basis does not change the projection, since

$$
P_{m} f=\sum_{l=1}^{2 m^{2}}\left(f, \psi_{l}^{m}\right) \psi_{l}^{m}=\sum_{l=1}^{2 m^{2}}\left(f, \psi_{l}^{m}\right) \sum_{j=1}^{2 m^{2}}\left(\psi_{l}^{m}, \varphi_{j}\right) \varphi_{j}=\sum_{j=1}^{2 m^{2}}\left(f, \varphi_{j}\right) \varphi_{j}
$$

for all $f \in L^{2}(\mathbb{R})$.
Let $\varepsilon>0$ and $f \in L^{2}(\mathbb{R})$. Then by Lemma 6.11 there exists $f_{\varepsilon} \in \cup_{m} \mathcal{V}_{m}$ such that $\left\|f-f_{\varepsilon}\right\|_{L^{2}(\mathbb{R})}<\varepsilon / 3$. Since $\left\{\varphi_{l}\right\}_{l=1}^{\infty}$ is an orthonormal basis of $\cup_{m} \mathcal{V}_{m}$, there exists $M_{\varepsilon} \in \mathbb{N}$ such that $\left\|f_{\varepsilon}-P_{M_{\varepsilon}} f_{\varepsilon}\right\|_{L^{2}(\mathbb{R})}<\varepsilon / 3$. Thus

$$
\begin{aligned}
\left\|P_{M_{\varepsilon}} f-f\right\|_{L^{2}(\mathbb{R})} & \leq\left\|P_{M_{\varepsilon}} f-P_{M_{\varepsilon}} f_{\varepsilon}\right\|_{L^{2}(\mathbb{R})}+\left\|P_{M_{\varepsilon}} f_{\varepsilon}-f_{\varepsilon}\right\|_{L^{2}(\mathbb{R})}+\left\|f_{\varepsilon}-f\right\|_{L^{2}(\mathbb{R})} \\
& \leq\left\|P_{M_{\varepsilon}}\right\|\left\|f_{\varepsilon}-f\right\|_{L^{2}(\mathbb{R})}+\left\|P_{M_{\varepsilon}} f_{\varepsilon}-f_{\varepsilon}\right\|_{L^{2}(\mathbb{R})}+\left\|f_{\varepsilon}-f\right\|_{L^{2}(\mathbb{R})}<\varepsilon .
\end{aligned}
$$

Hence $P_{m} f \rightarrow f$ in $L^{2}(\mathbb{R})$ as $n \rightarrow \infty$ for all $f \in L^{2}(\mathbb{R})$. Furthermore, $\left\{\varphi_{l}\right\}_{l=1}^{\infty}$ is a basis of $L^{2}(\mathbb{R})$.

According to Lemmas 6.11 and 6.12 the family $\left\{\mathcal{V}_{m}\right\}_{m=1}^{\infty}$ form a family of appropriate discretization spaces in $L^{2}(\mathbb{R})$. The basis functions of $\mathcal{V}_{m}$ are the simplest one, constant functions with finite supports.

## Discretized Evolution Equation

The choice of the discretization level $m$ depends on how accurate and how fast computation we want to have. The support of a function in $\mathcal{V}_{m}$ belongs to the interval $[-m, m]$. Since we know that the measurements give information only from
a part of the pipe, the discretization level need not to be bigger than half of the width of the measurement region. By the calculation in Subsection 6.3.4 the discretized evolution equation is

$$
C_{k+1}^{m}=A_{k+1}^{m} C_{k}^{m}+E_{k+1}^{m}+W_{k+1}^{m}
$$

for all $k=0, \ldots, n-1$. The matrix $A_{k+1}^{m}$ is defined by $\left(A_{k+1}^{m}\right)_{i j}:=\left(\mathcal{U}\left(\Delta_{k}\right) \psi_{j}^{m}, \psi_{i}^{m}\right)$ for all $i, j=1, \ldots, 2 m^{2}$. We are able to calculate the elements of the matrix $A_{k+1}^{m}$ for all $k=0, \ldots, n-1$. First of all, for all $l=1, \ldots, 2 m^{2}, t>0$ and $x \in \mathbb{R}$

$$
\begin{aligned}
\mathcal{U}(t) \psi_{l}^{m}(x) & =\frac{\sqrt{m}}{2 \sqrt{\pi \kappa t}} \int_{\frac{l-1}{m}-m}^{\frac{l}{m}-m} e^{-\frac{(x-y-v t)^{2}}{4 \kappa t}} d y=\sqrt{\frac{m}{\pi}} \int_{\frac{m x-l+m^{2}-m v t}{2 m \sqrt{\kappa t}}}^{\frac{m x-l+1+m^{2}-m v t}{2 m}} e^{-z^{2}} d z \\
& =\sqrt{m}\left[I\left(\frac{m x-l+1+m^{2}-m v t}{2 m \sqrt{\kappa t}}\right)-I\left(\frac{m x-l+m^{2}-m v t}{2 m \sqrt{\kappa t}}\right)\right]
\end{aligned}
$$

where

$$
I(x):=\frac{1}{\sqrt{\pi}} \int_{-\infty}^{x} e^{-z^{2}} d z=\frac{1}{2}+\frac{1}{\sqrt{\pi}} \int_{0}^{x} e^{-z^{2}} d z=\frac{1}{2}+2 \operatorname{erf}(x)
$$

for all $x \in \mathbb{R}$ and erf is the so called error function. Thus

$$
\begin{aligned}
& \left(\mathcal{U}\left(\Delta_{k}\right) \psi_{j}^{m}, \psi_{i}^{m}\right) \\
& =m \int_{\frac{i-1}{m}-m}^{\frac{i}{m}-m}\left[I\left(\frac{m x-j+1+m^{2}-m v \Delta_{k}}{2 m \sqrt{\kappa \Delta_{k}}}\right)-I\left(\frac{m x-j+m^{2}-m v \Delta_{k}}{2 m \sqrt{\kappa \Delta_{k}}}\right)\right] d x \\
& =2 m \sqrt{\kappa \Delta_{k}} \int_{\frac{i-j-m v \Delta_{k}}{2 m \sqrt{\kappa \Delta_{k}}}}^{\frac{i-j+1-m v \Delta_{k}}{2 m \sqrt{\kappa \Delta_{k}}}} I(y) d y-2 m \sqrt{\kappa \Delta_{k}} \int_{\frac{i-j-1-m v \Delta_{k}}{2 m \sqrt{\kappa \Delta_{k}}}}^{\frac{i-j-m v \Delta_{k}}{2 m \sqrt{\kappa \Delta_{k}}}} I(y) d y
\end{aligned}
$$

for all $i, j=1, \ldots, 2 m^{2}$. Since

$$
\int_{-\infty}^{x} I(y) d y=\frac{e^{-x^{2}}}{2 \sqrt{\pi}}+x I(x)=\frac{e^{-x^{2}}}{2 \sqrt{\pi}}+\frac{x}{2}+2 x \operatorname{erf}(x)
$$

for all $x \in \mathbb{R}$, the elements of the matrix $A_{k+1}^{m}$ are given by functions known by mathematical softwares.

Since both $E_{k+1}^{m}$ and $W_{k+1}^{m}$ are Gaussian random variables, the knowledge of the means and covariance and correlation operators is sufficient to be able to present the distribution of $C_{k+1}^{m}$ for all $k=0, \ldots, n-1$. By the calculation in the previous subsection only the vector $\mathbb{E} E_{k+1}^{m}$ and matrices $\operatorname{Cov} E_{k+1}^{m}, \operatorname{Cov} W_{k+1}^{m}$ and $\operatorname{Cor}\left(C_{k}^{m}, E_{k+1}^{m}\right)$ for all $k=0, \ldots, n-1$ are required. According to Formulas (6.21)-(6.23) it is enough to know how to calculate the inner products $\left(\mathcal{U}(t) c_{0}, \psi_{i}^{m}\right)$ and $\left(\mathcal{U}(t) \Gamma_{0} \mathcal{U}^{*}(s) \psi_{i}^{m}, \psi_{j}^{m}\right)$ and the integral

$$
\begin{equation*}
\int_{r}^{s}\left(\mathcal{U}(u-\tau) Q \mathcal{U}^{*}(t-\tau) \psi_{i}^{m}, \psi_{j}^{m}\right) d \tau \tag{6.45}
\end{equation*}
$$

for all $i, j=1, \ldots, 2 m^{2}$ and $0 \leq r \leq s \leq t \leq u \leq T$. We shall need the adjoint operator of $\mathcal{U}(t)$ for all $t>0$. Let $f, g \in L^{2}(\mathbb{R})$. Then

$$
\begin{aligned}
(\mathcal{U}(t) f, g) & =\int_{-\infty}^{\infty}(\Phi(t, \cdot) * f)(x) g(x) d x \\
& =\int_{-\infty}^{\infty} f(y) \int_{-\infty}^{\infty} \frac{1}{2 \sqrt{\pi \kappa t}} e^{-\frac{(x-y-v t)^{2}}{4 \kappa t}} g(x) d x d y \\
& =\int_{-\infty}^{\infty} f(y)\left(\Phi^{*}(t, \cdot) * g\right)(y) d y
\end{aligned}
$$

where

$$
\Phi^{*}(t, x):=\frac{1}{2 \sqrt{\pi \kappa t}} \exp \left(-\frac{(x+v t)^{2}}{4 \kappa t}\right)
$$

for all $t>0$ and $x \in \mathbb{R}$. Thus

$$
\left\{\begin{array}{l}
\mathcal{U}^{*}(0) f=f \\
\left(\mathcal{U}^{*}(t) f\right)(x)=\left(\Phi^{*}(t, \cdot) * f\right)(x), \quad t>0
\end{array}\right.
$$

for all $f \in L^{2}(\mathbb{R})$. Hence similarly as above

$$
\mathcal{U}^{*}(t) \psi_{l}^{m}(x)=\sqrt{m}\left[I\left(\frac{m x-l+1+m^{2}+m v t}{2 m \sqrt{\kappa t}}\right)-I\left(\frac{m x-l+m^{2}+m v t}{2 m \sqrt{\kappa t}}\right)\right]
$$

for all $l=1, \ldots, 2 m^{2}, t>0$ and $x \in \mathbb{R}$. The function $c_{0}$ is given by Formula (6.44). Since the mean of the initial value has exponentially decaying tails, we need to know how to calculate integrals of $e^{-\beta|x|} I(x)$ for some $\beta>0$. Let $\alpha \in \mathbb{R}$. Then

$$
\begin{aligned}
\int_{-\infty}^{\alpha} e^{\beta x} I(x) d x & =\frac{1}{\beta} e^{\alpha \beta} I(\alpha)-\frac{1}{\beta} e^{\frac{\beta^{2}}{4}} I\left(\alpha-\frac{\beta}{2}\right) \\
& =\frac{1}{2 \beta}\left(e^{\alpha \beta}-e^{\frac{\beta^{2}}{4}}\right)+\frac{2}{\beta}\left(e^{\alpha \beta} \operatorname{erf}(\alpha)-e^{\frac{\beta^{2}}{4}} \operatorname{erf}\left(\alpha-\frac{\beta}{2}\right)\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\int_{\alpha}^{\infty} e^{-\beta x} I(x) d x & =\frac{1}{\beta} e^{-\alpha \beta} I(\alpha)+\frac{1}{\beta} e^{\frac{\beta^{2}}{4}}\left(1-I\left(\alpha+\frac{\beta}{2}\right)\right) \\
& =\frac{1}{2 \beta}\left(e^{-\alpha \beta}+e^{\frac{\beta^{2}}{4}}\right)+\frac{2}{\beta}\left(e^{-\alpha \beta} \operatorname{erf}(\alpha)-e^{\frac{\beta^{2}}{4}} \operatorname{erf}\left(\alpha+\frac{\beta}{2}\right)\right)
\end{aligned}
$$

Therefore $\left(\mathcal{U}(t) c_{0}, \psi_{l}^{m}\right)=\left(c_{0}, \mathcal{U}^{*}(t) \psi_{l}^{m}\right)$ for all $l=1, \ldots, 2 m^{2}$ is given by functions known by the mathematical softwares because

$$
\begin{aligned}
\left(c_{0}\right. & \left., \mathcal{U}^{*}(t) \psi_{l}^{m}\right) \\
= & c_{0} \sqrt{m} \int_{-\infty}^{-M} e^{x-M}\left[I\left(\frac{x-\frac{l-1}{m}+m+v t}{2 \sqrt{\kappa t}}\right)-I\left(\frac{x-\frac{l}{m}+m+v t}{2 \sqrt{\kappa t}}\right)\right] d x+ \\
& +c_{0} \sqrt{m} \int_{-M}^{M}\left[I\left(\frac{x-\frac{l-1}{m}+m+v t}{2 \sqrt{\kappa t}}\right)-I\left(\frac{x-\frac{l}{m}+m+v t}{2 \sqrt{\kappa t}}\right)\right] d x+ \\
& +c_{0} \sqrt{m} \int_{M}^{\infty} e^{-x+M}\left[I\left(\frac{x-\frac{l-1}{m}+m+v t}{2 \sqrt{\kappa t}}\right)-I\left(\frac{x-\frac{l}{m}+m+v t}{2 \sqrt{\kappa t}}\right)\right] d x \\
= & 2 c_{0} \sqrt{m \kappa t} e^{-M+\frac{l-1}{m}-m-v t} \int_{-\infty}^{\frac{-m M-l+1+m^{2}+m v t}{2 m \sqrt{\kappa t}}} e^{2 \sqrt{\kappa t} y} I(y) d y+ \\
& -2 c_{0} \sqrt{m \kappa t} e^{-M+\frac{l}{m}-m-v t} \int_{-\infty}^{\frac{-m M-l+m^{2}+m v t}{2 m \sqrt{\kappa t}}} e^{2 \sqrt{\kappa t} y} I(y) d y+ \\
& +2 c_{0} \sqrt{m \kappa t} \int_{\frac{-m M-l+1+m^{2}+m v t}{2 m \sqrt{\kappa t}}}^{\frac{m M-l+1+m^{2}+m v t}{2 m \sqrt{\kappa t}}} \frac{I(z) d z-2 c_{0} \sqrt{m \kappa t}}{\int_{\frac{-m M-l+m^{2}+m v t}{2 m \sqrt{\kappa t}}}^{\frac{m M-l+m^{2}+m v t}{2 m \sqrt{\kappa t}}}} I(z) d z \\
& +2 c_{0} \sqrt{m \kappa t} e^{M-\frac{l-1}{m}+m+v t} \int_{\frac{m M-l+1+m^{2}+m v t}{2 m \sqrt{\kappa t}}}^{\infty} e^{-2 \sqrt{\kappa t} y} I(y) d y+ \\
& +2 c_{0} \sqrt{m \kappa t} e^{M-\frac{l}{m}+m+v t} \int_{\frac{m M-l+m^{2}+m v t}{2 m \sqrt{\kappa t}}}^{\infty} e^{-2 \sqrt{\kappa t} y} I(y) d y .
\end{aligned}
$$

We have chosen that the covariance operators $\Gamma_{0}$ and $Q$ are the integral operator with the integral kernel $w(x) \gamma_{0}(x-y) w(y)$ where $\hat{\gamma}_{0}(\xi)=\left(1+\xi^{2}\right)^{-2}$ for all $\xi \in \mathbb{R}$ and $w$ is exponentially decaying at infinity, $w(x)=1$ when $|x|<N$ with some $N>0$ and $0<w(x) \leq 1$ for all $x \in \mathbb{R}$. We are not able to calculate the inner product $\left(\mathcal{U}(t) \Gamma_{0} \mathcal{U}^{*}(s) \psi_{i}^{m}, \psi_{j}^{m}\right)$ for $i, j=1, \ldots, 2 m^{2}$ and $0 \leq s \leq t \leq T$ in a closed form. By using the Parseval formula we notice that

$$
\begin{aligned}
\left(\mathcal{U}(t) \Gamma_{0} \mathcal{U}^{*}(s) \psi_{i}^{m}, \psi_{j}^{m}\right) & =\left(\gamma_{0} *\left(w \mathcal{U}^{*}(s) \psi_{i}^{m}\right), w \mathcal{U}^{*}(t) \psi_{j}^{m}\right) \\
& =\left(\hat{\gamma}_{0} \mathcal{F}\left(w \mathcal{U}^{*}(s) \psi_{i}^{m}\right), \mathcal{F}\left(w \mathcal{U}^{*}(t) \psi_{j}^{m}\right)\right)
\end{aligned}
$$

for all $i, j=1, \ldots, 2 m^{2}$ and $0 \leq s \leq t \leq T$. The Fourier transform of $\gamma_{0}$ is known. We can use the fast Fourier transform (FFT) algorithm to compute the Fourier transform of $w \mathcal{U}^{*}(t) \psi_{i}^{m}$ for all $i=1, \ldots, 2 m^{2}$ and $0 \leq t \leq T$. We need use some numerical quadrature to calculate an approximation of the integral

$$
\int_{-\infty}^{\infty} \hat{\gamma}_{0}(\xi) \mathcal{F}\left(w \mathcal{U}^{*}(s) \psi_{i}^{m}\right)(\xi) \mathcal{F}\left(w \mathcal{U}^{*}(t) \psi_{j}^{m}\right)(\xi) d \xi
$$

In addition, Integral (6.45) has to be computed numerically. Consequently, we have all information needed to perform the evolution updating step of the Bayesian filtering.

### 6.4 Conclusions

In this thesis we have examined the non-stationary inverse problem concerning electrical impedance process tomography. We have viewed it as a state estimation problem. We have presented the continuous infinite dimensional state estimation system corresponding to the problem. By studying the infinite dimensional evolution equation and linearizing the observation equation we have been able to introduce the discretized state estimation system relating to the problem. The finite dimensional state estimation problem has been solved in the Gaussian context by using the Bayesian filtering method. However, the method introduced in Section 6.3 can be applied to all non-stationary inverse problems in which the time evolution is modeled by a linear stochastic differential equation with a sectorial operator and the observation equation is linear or linearizable.

The solution (6.33)-(6.36) to the Bayesian filtering is valid only in the Gaussian case. The assumption of Gaussianity seemed to be natural since the solution to the infinite dimensional state evolution equation is a Gaussian process if the initial value is assumed be a Gaussian random variable. Despite of the initial value the state noise is always a Gaussian process. In some application non-Gaussian initial values may be reasonable. Nonetheless, the non-Gaussian case is beyond the scope of this thesis.

The main weakness of the method introduced in this thesis is the use of analytic semigroups in solving the infinite dimensional state evolution equation. Since the analytic semigroup is defined by using the spectral properties of the infinitesimal generator, only in some special cases we can present the analytic semigroup in a closed form. Some other ways of solving infinite dimensional linear stochastic differential equations should be researched.

The examination of the continuous infinite dimensional state evolution equation is beneficial for solving non-stationary inverse problems by the state estimation method. The numerical computation requires space discretization. The discretization error can be considered only by knowing the stochastic nature of the time evolution of the object of interest. As was seen in the electrical impedance process tomography problem in Section 6.3 the knowledge of the continuous infinite dimensional state evolution equation of the concentration distribution allows us to calculate the probability distribution of the discretization errors both in the evolution and observation equation. When the discretization error is taken into account, the state estimation system is discretization invariant and hence the solution to the non-stationary inverse problem does not depend on the discretization. Then we need not choose the discretization level as high as possible for ensuring the accuracy of the computation. If the aim in the Bayesian filtering is to have a real time monitoring of the object of interest, we may use such a discretization level that the computation is fast enough. Other discretization invariant estimation methods have been developed in the PhD thesis of Lasanen [25].

In Subsection 6.3.5 we have studied a one dimensional version of the process tomography problem. Since electrical impedance tomography is not defined in the one dimension, the model case only illustrates the time evolution model used in the electrical impedance process tomography problem. By numerical implementation of the one dimensional version we would be able to visualize the discretization invariance of the method. Unfortunately, we were not able to include numerical results to this thesis. They will be presented in further publications of the author.

## Appendix A

## Resolvent

In this appendix we introduce basic properties of the resolvent set and operator of a linear operator. Let $\left(E,\|\cdot\|_{E}\right)$ be a Banach space. We denote by $B(E)$ the space of bounded linear operators from $E$ to $E$ equipped with the operator norm

$$
\|A\|_{B(E)}:=\sup \left\{\|A x\|_{E}: x \in E,\|x\|_{E} \leq 1\right\}
$$

for all $A \in B(E)$.
Definition A.1. Let $A: \mathcal{D}(A) \subset E \rightarrow E$ be linear. The resolvent set $\rho(A)$ and the spectrum $\sigma(A)$ of the operator $A$ are

$$
\rho(A):=\left\{\lambda \in \mathbb{C}: \exists(\lambda I-A)^{-1} \in B(E)\right\} \quad \text { and } \quad \sigma(A):=\mathbb{C} \backslash \rho(A) .
$$

If $\lambda \in \rho(A)$, we denote $R(\lambda, A):=(\lambda I-A)^{-1}$. The operator $R(\lambda, A)$ is said to be the resolvent operator or simply the resolvent of the operator $A$. The so called resolvent identity

$$
R(\lambda, A)-R(\mu, A)=(\mu-\lambda) R(\lambda, A) R(\mu, A)
$$

is valid for all $\lambda, \mu \in \rho(A)$.
Let $D \subset \mathbb{C}$ be open. The function $\lambda \mapsto T(\lambda)$ from $D$ to $B(E)$ is said to be analytic (or holomorphic) if for every disc $B(a, r)$ in $D$ there exists a series

$$
\sum_{n=0}^{\infty} A_{n}(\lambda-a)^{n}
$$

where $A_{n} \in B(E)$ which converges in $B(E)$ to $T(\lambda)$ for all $\lambda \in B(a, r)$.
Proposition A.2. Let $\lambda_{0} \in \rho(A)$. Then the disc

$$
B\left(\lambda_{0},\left\|R\left(\lambda_{0}, A\right)\right\|_{B(E)}^{-1}\right):=\left\{\lambda \in \mathbb{C}:\left|\lambda-\lambda_{0}\right|<\left\|R\left(\lambda_{0}, A\right)\right\|_{B(E)}^{-1}\right\}
$$

is contained in $\rho(A)$ and for all $\lambda$ in that disc

$$
\begin{align*}
R(\lambda, A) & =R\left(\lambda_{0}, A\right)\left[I+\left(\lambda-\lambda_{0}\right) R\left(\lambda_{0}, A\right)\right]^{-1} \\
& =\sum_{n=0}^{\infty}(-1)^{n}\left(\lambda-\lambda_{0}\right)^{n} R^{n+1}\left(\lambda_{0}, A\right) . \tag{A.1}
\end{align*}
$$

Therefore the resolvent set $\rho(A)$ is open in $\mathbb{C}$ and the mapping $\lambda \mapsto R(\lambda, A)$ is analytic in $\rho(A)$.

Proof. Let $\lambda_{0} \in \rho(A)$. For every $y \in E$ the equation $\lambda x-A x=y$ is equivalent to the equation $z+\left(\lambda-\lambda_{0}\right) R\left(\lambda_{0}, A\right) z=y$ where $z:=\left(\lambda_{0}-A\right) x$. If $\left\|\left(\lambda-\lambda_{0}\right) R\left(\lambda_{0}, A\right)\right\|_{B(E)}<$ 1 , then $I+\left(\lambda-\lambda_{0}\right) R\left(\lambda_{0}, A\right)$ is invertable with a bounded inverse. Hence

$$
x=R\left(\lambda_{0}, A\right)\left[I+\left(\lambda-\lambda_{0}\right) R\left(\lambda_{0}, A\right)\right]^{-1} y=\sum_{n=0}^{\infty}(-1)^{n}\left(\lambda-\lambda_{0}\right)^{n} R^{n+1}\left(\lambda_{0}, A\right) y .
$$

Thus

$$
R(\lambda, A)=R\left(\lambda_{0}, A\right)\left[I+\left(\lambda-\lambda_{0}\right) R\left(\lambda_{0}, A\right)\right]^{-1}=\sum_{n=0}^{\infty}(-1)^{n}\left(\lambda-\lambda_{0}\right)^{n} R^{n+1}\left(\lambda_{0}, A\right)
$$

if $\left|\lambda-\lambda_{0}\right|<\left\|R\left(\lambda_{0}, A\right)\right\|_{B(E)}^{-1}$. So the disc

$$
\left\{\lambda \in \mathbb{C}:\left|\lambda-\lambda_{0}\right|<\left\|R\left(\lambda_{0}, A\right)\right\|_{B(E)}^{-1}\right\}
$$

belongs to $\rho(A)$ and Expansion (A.1) is valid in that disc. Therefore $\rho(A)$ is open and the mapping $\lambda \mapsto R(\lambda, A)$ is holomorphic in $\rho(A)$.

## Appendix B

## Vector Valued Functions

In this appendix we introduce the Bochner integration theory for Banach space valued functions. In Section B. 1 we have gathered measure theoretical notation used in this appendix. The Bochner integration theory for functions with values in an arbitrary Banach space is presented in Sections B. 2 and B.4. The special case of operator valued functions is considered in Sections B. 3 and B.5. The main references of this appendix are the books of Hille and Phillips [16] and Kuttler [24]. The Bochner integral can also be found among others in the books of Diestel and Uhl [9] and Yosida [54], in the master's thesis of Hytönen [17] and in the PhD thesis of Mikkola [29].

## B. 1 Basic Definitions of Measure Theory

In this section we recall the basic notation of the measure theory on account of consistence. Nevertheless, we assume the Lebesgue integration theory for scalar valued functions to be known. The books of Kuttler [24] or Rudin [37] can be used as a reference.

Let $\Omega$ be a set. A collection $\mathcal{F}$ of subsets of $\Omega$ is said to be a $\sigma$-algebra in $\Omega$ if $\mathcal{F}$ has the following properties
(i) $\Omega \in \mathcal{F}$,
(ii) if $A \in \mathcal{F}$, then $A^{c} \in \mathcal{F}$,
(iii) if $A=\cup_{n=1}^{\infty} A_{n}$ and $A_{n} \in \mathcal{F}$ for all $n \in \mathbb{N}$, then $A \in \mathcal{F}$.

If $\mathcal{F}$ is a $\sigma$-algebra in $\Omega$, then $(\Omega, \mathcal{F})$ is called a measurable space and the members of $\mathcal{F}$ are called the measurable sets in $\Omega$. Let $(\Omega, \mathcal{F})$ and $(E, \mathcal{G})$ be measurable spaces. A function $x: \Omega \rightarrow E$ is said to be measurable if $x^{-1}(A) \in \mathcal{F}$ for all $A \in \mathcal{G}$, i.e., the inverse image of a measurable set is measurable.

Let $E$ be a topological space. Then the Borel $\sigma$-algebra of $E$ is the smallest $\sigma$ algebra containing all open subsets of $E$. It is denoted by $\mathcal{B}(E)$ and the elements of
$\mathcal{B}(E)$ are called the Borel sets of $E$. An $E$-valued measurable function is a mapping $x: \Omega \rightarrow E$ which is measurable from $(\Omega, \mathcal{F})$ to $(E, \mathcal{B}(E))$.

Let $(\Omega, \mathcal{F})$ be a measurable space. A function $\mu: \mathcal{F} \rightarrow[0, \infty]$ is a positive measure if $\mu(A)<\infty$ at least for one $A \in \mathcal{F}$ and $\mu$ is $\sigma$-additive, i.e., if $\left\{A_{i}\right\}$ is a disjoint countable collection of measurable sets,

$$
\mu\left(\bigcup_{i=1}^{\infty} A_{i}\right)=\sum_{i=1}^{\infty} \mu\left(A_{i}\right) .
$$

The triplet $(\Omega, \mathcal{F}, \mu)$ is called a measure space. The measure space $(\Omega, \mathcal{F}, \mu)$ is $\sigma$ finite if $\Omega$ is a countable union of sets $\Omega_{i}$ with $\mu\left(\Omega_{i}\right)<\infty$.

Let $(\Omega, \mathcal{F}, \mu)$ be a measure space and $(E, \mathcal{G})$ a measurable vector space. A function $x: \Omega \rightarrow E$ is called simple if it is of the form

$$
x(\omega)=\sum_{k=1}^{n} a_{k} \chi_{A_{k}}(\omega)
$$

for all $\omega \in \Omega$ where $n \in \mathbb{N}, a_{k} \in E, A_{k} \in \mathcal{F}$ such that $\mu\left(A_{k}\right)<\infty$ for all $k=1, \ldots, n$ and $A_{i} \cap A_{j}=\emptyset$ if $i \neq j$, and

$$
\chi_{A_{k}}(\omega):= \begin{cases}1 & \text { if } \omega \in A_{k}, \\ 0 & \text { if } \omega \notin A_{k} .\end{cases}
$$

A simple function has only a finite number of values and the measure of the set in which a simple function is nonzero is finite.

## B. 2 Strong and Weak Measurability

Let $(\Omega, \mathcal{F}, \mu)$ be a $\sigma$-finite measure space and $\left(E,\|\cdot\|_{E}\right)$ a Banach space. We define two different kinds of measurabilities for functions from $\Omega$ to $E$. They will be used in the definition of the Bochner integral.
Definition B.1. (i) A function $x: \Omega \rightarrow E$ is said to be strongly measurable if there exists a sequence $\left\{x_{n}\right\}_{n=1}^{\infty}$ of simple functions converging pointwise to $x$.
(ii) A function $x: \Omega \rightarrow E$ is said to be weakly measurable if for each $f \in E^{\prime}$ the scalar function $\omega \mapsto\langle x(\omega), f\rangle$ is measurable.

Clearly, if $x$ is measurable from $(\Omega, \mathcal{F})$ to $(E, \mathcal{B}(E))$, it is weakly measurable. Our task it to verify that strongly and weakly measurable functions are often measurable and vice versa. The separability of the range of a function is the necessary and sufficient condition.
Theorem B.2. A function $x$ is strongly measurable if and only if it is measurable and $x(\Omega)$ is separable.

Proof. " $\Leftarrow$ " Let us assume that $x$ is measurable and $x(\Omega)$ is separable. Let $\left\{a_{k}\right\}_{k=1}^{\infty}$ be dense in $x(\Omega)$ and $n \in \mathbb{N}$. We set for all $k=1, \ldots, n$

$$
U_{k}^{n}:=\left\{z \in E:\left\|z-a_{k}\right\|_{E} \leq \min _{1 \leq l \leq n}\left\|z-a_{l}\right\|_{E}\right\}
$$

and $B_{k}^{n}:=x^{-1}\left(U_{k}^{n}\right)$. Then $U_{k}^{n}$ is a Borel set in $E$ and hence $B_{k}^{n}$ is measurable for all $k=1, \ldots, n$. We form disjoint sets $D_{k}^{n}$ by

$$
D_{k}^{n}:=B_{k}^{n} \backslash\left(\bigcup_{l<k} B_{l}^{n}\right)
$$

for all $k=1, \ldots, n$. We define a sequence $\left\{x_{n}\right\}_{n=1}^{\infty}$ of measurable functions by

$$
x_{n}(\omega):=\sum_{k=1}^{n} a_{k} \chi_{D_{k}^{n}}(\omega)
$$

for all $\omega \in \Omega$. Thus $x_{n}$ is the nearest approximation of $x$ in the set $\left\{a_{k}\right\}_{k=1}^{n}$. Since $\left\{a_{k}\right\}_{k=1}^{\infty}$ is dense in $x(\Omega)$, the functions $x_{n}$ converge pointwise to $x$. Since $(\Omega, \mathcal{F}, \mu)$ is $\sigma$-finite, there exist sets $\Omega_{n} \uparrow \Omega$ such that $\mu\left(\Omega_{n}\right)<\infty$. We define $y_{n}(\omega):=\chi_{\Omega_{n}}(\omega) x_{n}(\omega)$ for all $n \in \mathbb{N}$. Then $y_{n}$ converges pointwise to $x$ since for all $\omega \in \Omega$ and $n$ large enough $\omega \in \Omega_{n}$. Functions $y_{n}$ are simple because $\mu\left(\Omega_{n}\right)<\infty$. Hence $x$ is strongly measurable.
$" \Rightarrow$ " Let us assume that $x$ is strongly measurable. Then there exists a sequence $\left\{x_{n}\right\}_{n=1}^{\infty}$ of simple functions converging pointwise to $x$. A set $x_{n}^{-1}(U)$ is measurable for all open $U \subset E$ and $n \in \mathbb{N}$ since it is a finite union of measurable sets. Let $U \subset E$ be open and $\left\{V_{m}\right\}_{m=1}^{\infty}$ a sequence of open sets satisfying the conditions

$$
\bar{V}_{m} \subseteq U, \quad \bar{V}_{m} \subseteq V_{m+1} \quad \text { and } \quad U=\bigcup_{m=1}^{\infty} V_{m}
$$

Then

$$
x^{-1}\left(V_{m}\right) \subseteq \bigcup_{n=1}^{\infty} \bigcap_{k=n}^{\infty} x_{k}^{-1}\left(V_{m}\right) \subseteq x^{-1}\left(\bar{V}_{m}\right)
$$

since $x_{n}$ converges pointwise to $x$. Hence

$$
x^{-1}(U)=\bigcup_{m=1}^{\infty} x^{-1}\left(V_{m}\right) \subseteq \bigcup_{m=1}^{\infty} \bigcup_{n=1}^{\infty} \bigcap_{k=n}^{\infty} x_{k}^{-1}\left(V_{m}\right) \subseteq \bigcup_{m=1}^{\infty} x^{-1}\left(\bar{V}_{m}\right) \subseteq x^{-1}(U)
$$

Thus

$$
x^{-1}(U)=\bigcup_{m=1}^{\infty} \bigcup_{n=1}^{\infty} \bigcap_{k=n}^{\infty} x_{k}^{-1}\left(V_{m}\right)
$$

Since $x_{k}^{-1}\left(V_{m}\right)$ is measurable for all $k, m \in \mathbb{N}$, then $x^{-1}(U)$ is measurable for all open $U \subset E$ as a countable intersection and unions of measurable sets. Since $\left\{C: x^{-1}(C) \in \mathcal{F}\right\}$ is a $\sigma$-algebra containing all open sets, $x^{-1}(B)$ is measurable for all Borel sets $B$ in $E$. Hence $x$ is measurable.

We still have to show that $x(\Omega)$ is separable. Let

$$
D:=\left\{a \in E: \exists n \in \mathbb{N} \text { such that } x_{n}(\omega)=a \text { for some } \omega \in \Omega\right\}
$$

Then $x_{n}(\Omega) \subset D$ for all $n \in \mathbb{N}$ and $D$ is a countable set and dense in $\bar{D}$. Since $x_{n}$ converges pointwise to $x$, then $x(\Omega) \subset \bar{D}$. As a subset of a separable set $x(\Omega)$ is separable.

To be able to prove that the measurabilities coincide if the ranges of functions are separable, we need the following lemma. The lemma is interesting itself.

Lemma B.3. If $E$ is separable and $x$ is weakly measurable, the scalar function $\|x(\cdot)\|_{E}$ is measurable.

Proof. Let $x$ be a weakly measurable function. Let us set

$$
A:=\left\{\omega \in \Omega:\|x(\omega)\|_{E} \leq a\right\} \quad \text { and } \quad A_{f}:=\{\omega \in \Omega:|\langle x(\omega), f\rangle| \leq a\}
$$

where $a \in \mathbb{R}$ and $f \in E^{\prime}$. It is enough to prove that $A$ is measurable. By the definition,

$$
A \subseteq \bigcap_{\|f\|_{E^{\prime}} \leq 1} A_{f}
$$

If $\omega \in \cap_{\|f\|_{E^{\prime}} \leq 1} A_{f}$, then $|\langle x(\omega), f\rangle| \leq a$ for all $f \in B^{\prime}$ where $B^{\prime}$ is the unit ball of $E^{\prime}$. But by the Hahn-Banach theorem there exists $f_{\omega} \in E^{\prime}$ such that $\left\|f_{\omega}\right\|_{E^{\prime}}=1$ and $\left\langle x(\omega), f_{\omega}\right\rangle=\|x(\omega)\|_{E}$. Hence $\|x(\omega)\|_{E} \leq a$ and

$$
A=\bigcap_{\|f\|_{E^{\prime}} \leq 1} A_{f} .
$$

We need the functional analytic fact that for separable Banach spaces the unit ball of the dual space is weak*-separable.

Lemma B.4. [54, pp. 131-132] Let E be a separable Banach space and $B^{\prime}$ the unit ball in $E^{\prime}$. Then there exists a sequence $\left\{f_{n}\right\}_{n=1}^{\infty} \subseteq B^{\prime}$ with the property that for every $f_{0} \in B^{\prime}$ there exists a subsequence $\left\{f_{n_{k}}\right\}_{k=1}^{\infty}$ of $\left\{f_{n}\right\}_{n=1}^{\infty}$ such that $\left\langle x, f_{0}\right\rangle=$ $\lim _{k \rightarrow \infty}\left\langle x, f_{n_{k}}\right\rangle$ for every $x \in E$.

Let $\left\{f_{n}\right\}_{n=1}^{\infty}$ be the sequence in Lemma B.4. If $\omega \in \cap_{n=1}^{\infty} A_{f_{n}}$, then $\left|\left\langle x(\omega), f_{n}\right\rangle\right| \leq a$ for all $n$. Therefore $|\langle x(\omega), f\rangle|=\lim _{k \rightarrow \infty}\left|\left\langle x(\omega), f_{n_{k}}\right\rangle\right| \leq a$ for all $f \in B^{\prime}$. Thus

$$
A=\bigcap_{\|f\|_{E^{\prime}} \leq 1} A_{f}=\bigcap_{n=1}^{\infty} A_{f_{n}}
$$

Since $x$ is weakly measurable, $A_{f_{n}}$ is measurable for all $n \in \mathbb{N}$. As a countable intersection of measurable sets $A$ is measurable. Hence the scalar function $\|x(\cdot)\|_{E}$ is measurable.

The following theorem combines the strong and weak measurability.
Theorem B.5. A function $x$ is strongly measurable if and only if it is weakly measurable and $x(\Omega)$ is separable.

Proof. " $\Rightarrow$ " Let $x$ be strongly measurable. Then $x(\Omega)$ is separable by Theorem B.2. Since $x$ is strongly measurable, there exists a sequence $\left\{x_{n}\right\}_{n=1}^{\infty}$ of simple functions such that $x_{n}$ converges pointwise to $x$. Then by the continuity of the dual operation $\left\langle x_{n}(\omega), f\right\rangle \rightarrow\langle x(\omega), f\rangle$ as $n \rightarrow \infty$ for each $\omega \in \Omega$ and for all $f \in E^{\prime}$. Since $\langle x(\cdot), f\rangle$ is a limit of measurable complex functions, it is measurable. Hence $x$ is weakly measurable.
" $\Leftarrow$ " Let $x$ be weakly measurable and $x(\Omega)$ separable. Let $\left\{a_{k}\right\}_{k=1}^{\infty}$ be dense in $x(\Omega)$. Then $x-a_{k}$ is weakly measurable for all $k \in \mathbb{N}$. Since $x(\Omega)$ separable, by Lemma B. 3 the norm $\left\|x(\cdot)-a_{k}\right\|_{E}$ is measurable for all $k \in \mathbb{N}$. Let $\varepsilon>0$. We define for all $k \in \mathbb{N}$

$$
A_{k}^{\varepsilon}:=\left\{\omega \in \Omega:\left\|x(\omega)-a_{k}\right\|_{E}<\varepsilon\right\}
$$

Then $A_{k}^{\varepsilon} \in \mathcal{F}$ and $\cup_{k} A_{k}^{\varepsilon}=\Omega$ since $\left\{a_{k}\right\}_{k=1}^{\infty}$ is dense in $x(\Omega)$. We set

$$
D_{k}^{\varepsilon}:=A_{k}^{\varepsilon} \backslash \bigcup_{l<k} A_{l}^{\varepsilon}
$$

for all $k \in \mathbb{N}$. Then the sets $D_{k}^{\varepsilon}$ are measurable, disjoint and $\cup_{k} D_{k}^{\varepsilon}=\Omega$. We define

$$
x_{\varepsilon}(\omega):=\sum_{k=1}^{\infty} a_{k} \chi_{D_{k}^{\varepsilon}}(\omega)
$$

for all $\omega \in \Omega$. Clearly, $x_{\varepsilon}$ is a countable valued function and $\left\|x(\omega)-x_{\varepsilon}(\omega)\right\|_{E}<\varepsilon$ for all $\omega \in \Omega$. Since $(\Omega, \mathcal{F}, \mu)$ is $\sigma$-finite, there exist sets $\Omega_{n} \uparrow \Omega$ such that $\mu\left(\Omega_{n}\right)<\infty$. We define for all $n \in \mathbb{N}$ and $\omega \in \Omega$

$$
y_{n}(\omega):=\sum_{k=1}^{n} a_{k} \chi_{D_{k}^{\frac{1}{n}} \cap \Omega_{n}}(\omega)=\chi_{\Omega_{n}}(\omega) \chi_{\bigcup_{k \leq n} D_{k}^{\frac{1}{n}}}(\omega) x_{\frac{1}{n}}(\omega)
$$

Then $\left\{y_{n}\right\}_{n=1}^{\infty}$ is a sequence of simple function converging pointwise to $x$. Thus $x$ is strongly measurable.

We have actually proved a somewhat stronger result that the statement of the theorem would indicate.

Corollary B.6. A function $x$ is strongly measurable if and only if it is the uniform limit of a sequence of countable valued functions.

The following corollary is the summary of this section.
Corollary B.7. Let $x$ be a function from $\Omega$ to $E$. Then the following three statements are equivalent:
(i) $x$ is measurable and $x(\Omega)$ is separable,
(ii) $x$ is strongly measurable,
(iii) $x$ is weakly measurable and $x(\Omega)$ is separable.

In a separable Banach space all three measurabilities are equivalent.

## B. 3 Operator Valued Functions

Let $(\Omega, \mathcal{F}, \mu)$ be a $\sigma$-finite measure space and $\left(E,\|\cdot\|_{E}\right)$ and $\left(F,\|\cdot\|_{F}\right)$ Banach spaces. We denote by $B(E, F)$ the space of bounded linear operator from $E$ to $F$ with the operator norm

$$
\|U\|_{B(E, F)}:=\sup \left\{\|U x\|_{F}: x \in E,\|x\|_{E} \leq 1\right\}
$$

for all $U \in B(E, F)$. Since $B(E, F)$ is a Banach space, the theory introduced in the previous section can be applied to operator valued functions. Nevertheless, it is convenient to define the strong and weak measurability for operator valued functions differently than in Definition B.1.

Definition B.8. (i) The operator valued function $U: \Omega \rightarrow B(E, F)$ is said to be uniformly measurable if there exists a sequence of simple operator valued functions converging pointwise to $U$ in the uniform operator topology.
(ii) The operator valued function $U: \Omega \rightarrow B(E, F)$ is said to be strongly measurable if the vector valued function $U(\cdot) x$ is strongly measurable in the sense of Definition B. 1 for all $x \in E$.
(iii) The operator valued function $U: \Omega \rightarrow B(E, F)$ is said to be weakly measurable if the vector valued function $U(\cdot) x$ is weakly measurable in the sense of Definition B. 1 for all $x \in E$.

It is clear that the uniform measurability of an operator valued function $U$ is the same as the strong measurability of $U$ considered as a vector valued function in the Banach space $B(E, F)$.

The connection between the three different types of measurability for operator valued functions is given by the following theorem.

Theorem B.9. (i) The operator valued function $U$ is strongly measurable if and only if it is weakly measurable and $U(\Omega) x$ is separable for each $x \in E$.
(ii) The operator valued function $U$ is uniformly measurable if and only if it is weakly measurable and $U(\Omega)$ is separable.

Proof. The statement (i) is an immediate consequence of Theorem B.5. The statement (ii) is not as obvious. The proof is similar to the one of Theorem B.5.
$" \Rightarrow$ " Let us assume that $U$ is uniformly measurable. Then there exists a sequence $\left\{U_{n}\right\}_{n=1}^{\infty}$ of simple operator valued functions converging pointwise to $U$ in the uniform operator topology, i.e., $\left\|U_{n}(\omega)-U(\omega)\right\|_{B(E, F)} \rightarrow 0$ as $n \rightarrow \infty$ for all $\omega \in \Omega$. Thus for each $x \in E$ and $f \in F^{\prime}$

$$
\begin{aligned}
\left|\left\langle U_{n}(\omega) x, f\right\rangle-\langle U(\omega) x, f\rangle\right| & \leq\left\|U_{n}(\omega) x-U(\omega) x\right\|_{F}\|f\|_{F^{\prime}} \\
& \leq\left\|U_{n}(\omega)-U(\omega)\right\|_{B(E, F)}\|x\|_{E}\|f\|_{F^{\prime}} \longrightarrow 0
\end{aligned}
$$

as $n \rightarrow \infty$ for all $\omega \in \Omega$. Finite valued scalar functions $\left\langle U_{n}(\cdot) x, f\right\rangle$ are measurable for each $x \in E$ and $f \in F^{\prime}$. Therefore $\langle U(\cdot) x, f\rangle$ is measurable for each $x \in E$ and $f \in F^{\prime}$ as a limit of measurable scalar functions. Hence $U$ is weakly measurable.

We still have to show that $U(\Omega)$ is separable. Let

$$
D:=\left\{A \in B(E, F): \exists n \in \mathbb{N} \text { such that } U_{n}(\omega)=A \text { for some } \omega \in \Omega\right\} .
$$

Then $U_{n}(\Omega) \subset D$ for all $n \in \mathbb{N}$. In addition, $D$ is a countable set and dense in $\bar{D}$. Since $U_{n}$ converges pointwise to $U$, then $U(\Omega) \subset \bar{D}$. As a subset of a separable set $U(\Omega)$ is separable.
$" \Leftarrow "$ Let $U$ be weakly measurable and $U(\Omega)$ separable. Let $\left\{U_{n}\right\}_{n=1}^{\infty} \subset B(E, F)$ be dense in $U(\Omega)$. For every $n \in \mathbb{N}$ we can find a sequence $\left\{x_{m}^{n}\right\}_{m=1}^{\infty} \subset E$ such that $\left\|x_{m}^{n}\right\|_{E}=1$ and

$$
\left\|U_{n} x_{m}^{n}\right\|_{F} \geq\left\|U_{n}\right\|_{B(E, F)}-\frac{1}{m}
$$

for all $m \in \mathbb{N}$. Since $U(\Omega)$ is separable, also $U(\Omega) x$ is separable for all $x \in E$. Since $U$ is weakly measurable, $U$ is strongly measurable by Theorem B.5. Since $U$ is strongly measurable, for every $x \in E$ there exists a sequence $\left\{f_{n}^{x}\right\}_{n=1}^{\infty}$ of simple $F$-valued functions such that $f_{n}^{x}$ converges pointwise to $U(\cdot) x$. Thus

$$
\left|\|U(\omega) x\|_{F}-\left\|f_{n}^{x}(\omega)\right\|_{F}\right| \leq\left\|U(\omega) x-f_{n}^{x}(\omega)\right\|_{F} \longrightarrow 0
$$

as $n \rightarrow \infty$ for all $\omega \in \Omega$. Hence $\|U(\cdot) x\|_{F}$ is measurable for each $x \in E$ as a limit of measurable scalar functions. Thus $\left\|U(\cdot) x_{m}^{n}\right\|_{F}$ is measurable for all $m, n \in \mathbb{N}$. Also the function

$$
F(\omega):=\sup _{m, n \in \mathbb{N}}\left\|U(\omega) x_{m}^{n}\right\|_{F}
$$

for all $\omega \in \Omega$ is measurable. Clearly, $F(\omega) \leq\|U(\omega)\|_{B(E, F)}$ for all $\omega \in \Omega$. Actually, an equality holds. For given $\omega \in \Omega$ and $m \in \mathbb{N}$ there exists $n \in \mathbb{N}$ depending on $\omega$ and $m$ such that

$$
\left\|U(\omega)-U_{n}\right\|_{B(E, F)} \leq \frac{1}{m}
$$

Hence for all $m \in \mathbb{N}$ and $\omega \in \Omega$

$$
\begin{aligned}
F(\omega) & \geq\left\|U(\omega) x_{m}^{n}\right\|_{F} \geq\left\|U_{n} x_{m}^{n}\right\|_{F}-\left\|U(\omega) x_{m}^{n}-U_{n} x_{m}^{n}\right\|_{F} \\
& \geq\left\|U_{n}\right\|_{B(E, F)}-\left\|U(\omega)-U_{n}\right\|_{B(E, F)}-\frac{1}{m} \\
& \geq\left\|U_{n}\right\|_{B(E, F)}-\frac{2}{m} \geq\|U\|_{B(E, F)}-\frac{3}{m} .
\end{aligned}
$$

Thus $F(\omega)=\|U(\omega)\|_{B(E, F)}$ for all $\omega \in \Omega$ and $\|U(\cdot)\|_{B(E, F)}$ is measurable.
Since $U$ is weakly measurable, $U-U_{n}$ is weakly measurable for all $n \in \mathbb{N}$. Hence $\left\|U(\cdot)-U_{n}\right\|_{B(E, F)}$ is measurable for all $n \in \mathbb{N}$. Let $\varepsilon>0$. We define for all $n \in \mathbb{N}$

$$
A_{n}^{\varepsilon}:=\left\{\omega \in \Omega:\left\|U(\omega)-U_{n}\right\|_{B(E, F)}<\varepsilon\right\} .
$$

Then $A_{n}^{\varepsilon} \in \mathcal{F}$ and $\cup_{n} A_{n}^{\varepsilon}=\Omega$ since $\left\{U_{n}\right\}_{n=1}^{\infty}$ is dense in $U(\Omega)$. We set

$$
D_{n}^{\varepsilon}:=A_{n}^{\varepsilon} \backslash \bigcup_{k<n} A_{k}^{\varepsilon}
$$

for all $n \in \mathbb{N}$. Then the sets $D_{n}^{\varepsilon}$ are measurable, disjoint and $\cup_{n} D_{n}^{\varepsilon}=\Omega$. We define

$$
U_{\varepsilon}(\omega):=\sum_{n=1}^{\infty} U_{n} \chi_{D_{n}^{\varepsilon}}(\omega)
$$

Clearly, $U_{\varepsilon}$ is a countable valued function and $\left\|U(\omega)-U_{\varepsilon}(\omega)\right\|_{B(E, F)}<\varepsilon$ for all $\omega \in \Omega$. Since $(\Omega, \mathcal{F}, \mu)$ is $\sigma$-finite, there exist sets $\Omega_{n} \uparrow \Omega$ such that $\mu\left(\Omega_{n}\right)<\infty$. We define for all $m \in \mathbb{N}$ and $\omega \in \Omega$

$$
V_{m}(\omega):=\sum_{n=1}^{m} U_{n} \chi_{D_{n}^{\frac{1}{m}} \cap \Omega_{m}}(\omega)=\chi_{\Omega_{m}}(\omega) \chi_{\bigcup_{k \leq m} D_{k}^{\frac{1}{m}}}(\omega) U_{\frac{1}{m}}(\omega)
$$

Then $\left\{V_{m}\right\}_{m=1}^{\infty}$ is a sequence of simple operator valued function converging pointwise to $U$ in the uniform operator topology. Thus $U$ is uniformly measurable.

## B. 4 The Bochner Integral

Let $(\Omega, \mathcal{F}, \mu)$ be a $\sigma$-finite measure space and $\left(E,\|\cdot\|_{E}\right)$ a Banach space. Let $x$ be a simple function

$$
x=\sum_{k=1}^{n} a_{k} \chi_{A_{k}}
$$

from $\Omega$ to $E$. We define the Bochner integral of $x$ to be

$$
\int_{\Omega} x(\omega) d \mu:=\sum_{k=1}^{n} a_{k} \mu\left(A_{k}\right) .
$$

Then the Bochner integral is well defined and linear on the set of simple functions.
Definition B.10. A strongly measurable function $x$ is Bochner integrable if there exists a sequence $\left\{x_{n}\right\}_{n=1}^{\infty}$ of simple functions converging pointwise to $x$ and satisfying

$$
\begin{equation*}
\int_{\Omega}\left\|x_{n}(\omega)-x_{m}(\omega)\right\|_{E} d \mu \longrightarrow 0 \tag{B.1}
\end{equation*}
$$

as $m, n \rightarrow \infty$. If $x$ is Bochner integrable, we define the Bochner integral of $x$ to be

$$
\int_{\Omega} x(\omega) d \mu:=\lim _{n \rightarrow \infty} \int_{\Omega} x_{n}(\omega) d \mu
$$

We need to prove that the previous definition is appropriate.
Lemma B.11. The Bochner integral of a Bochner integrable function is well defined.

Proof. Let $x$ be a simple function. Then

$$
\begin{aligned}
\left\|\int_{\Omega} x(\omega) d \mu\right\|_{E} & =\left\|\sum_{k=1}^{n} a_{k} \mu\left(A_{k}\right)\right\|_{E} \leq \sum_{k=1}^{n}\left\|a_{k}\right\|_{E} \mu\left(A_{k}\right) \\
& =\int_{\Omega} \sum_{k=1}^{n}\left\|a_{k}\right\|_{E} \chi_{A_{k}}(\omega) d \mu=\int_{\Omega}\|x(\omega)\|_{E} d \mu
\end{aligned}
$$

Hence

$$
\left\|\int_{\Omega} x(\omega) d \mu\right\|_{E} \leq \int_{\Omega}\|x(\omega)\|_{E} d \mu
$$

for each simple function $x$.
Let $x$ be a Bochner integrable function and $\left\{x_{n}\right\}_{n=1}^{\infty}$ a sequence of simple functions converging pointwise to $x$ and satisfying Condition (B.1). Then $\left\{\int_{\Omega} x_{n}(\omega) d \mu\right\}_{n=1}^{\infty}$ is a Cauchy sequence in $E$ since

$$
\left\|\int_{\Omega} x_{n}(\omega) d \mu-\int_{\Omega} x_{m}(\omega) d \mu\right\|_{E} \leq \int_{\Omega}\left\|x_{n}(\omega)-x_{m}(\omega)\right\|_{E} d \mu \longrightarrow 0
$$

as $m, n \rightarrow \infty$. Since $E$ is complete,

$$
\lim _{n \rightarrow \infty} \int_{\Omega} x_{n}(\omega) d \mu
$$

exists in $E$.
We need to show that the Bochner integral does not depend on the choice of the sequence satisfying Condition (B.1). Let $\left\{x_{n}\right\}_{n=1}^{\infty}$ and $\left\{y_{m}\right\}_{m=1}^{\infty}$ be two sequences satisfying Condition (B.1) and converging pointwise to $x$. Let $\varepsilon>0$. Then by Fatou's lemma,

$$
\begin{aligned}
& \left\|\int_{\Omega} x_{n}(\omega) d \mu-\int_{\Omega} y_{m}(\omega) d \mu\right\|_{E} \\
& \leq \int_{\Omega}\left\|x_{n}(\omega)-y_{m}(\omega)\right\|_{E} d \mu \\
& \leq \int_{\Omega}\left\|x_{n}(\omega)-x(\omega)\right\|_{E} d \mu+\int_{\Omega}\left\|y_{m}(\omega)-x(\omega)\right\|_{E} d \mu \\
& \leq \liminf _{k \rightarrow \infty} \int_{\Omega}\left\|x_{n}(\omega)-x_{k}(\omega)\right\|_{E} d \mu+\liminf _{k \rightarrow \infty} \int_{\Omega}\left\|y_{m}(\omega)-y_{k}(\omega)\right\|_{E} d \mu \\
& <\frac{\varepsilon}{2}+\frac{\varepsilon}{2}=\varepsilon
\end{aligned}
$$

if $m, n \in \mathbb{N}$ are large enough. Since $\varepsilon>0$ is arbitrary, this shows that the integrals converge to the same limit. Hence the Bochner integral is well defined.

There is an equivalent way to define Bochner integrable functions.
Theorem B.12. A function $x$ is Bochner integrable if and only if it is strongly measurable and

$$
\int_{\Omega}\|x(\omega)\|_{E} d \mu<\infty
$$

If $x$ is Bochner integrable, there exists a sequence $\left\{y_{n}\right\}_{n=1}^{\infty}$ of simple functions such that $y_{n}$ converges pointwise to $x$ and satisfies $\left\|y_{n}(\omega)\right\|_{E} \leq 2\|x(\omega)\|_{E}$ for all $n \in \mathbb{N}$ and $\omega \in \Omega$ and

$$
\int_{\Omega}\left\|y_{n}(\omega)-y_{m}(\omega)\right\|_{E} d \mu \longrightarrow 0
$$

as $m, n \rightarrow \infty$. In addition,

$$
\lim _{n \rightarrow \infty} \int_{\Omega}\left\|x(\omega)-y_{n}(\omega)\right\|_{E} d \mu=0
$$

Proof. " $\Rightarrow$ " Let $x$ be Bochner integrable. By the definition it is strongly measurable. Let $\left\{x_{n}\right\}_{n=1}^{\infty}$ be a sequence of simple functions satisfying Condition (B.1) and converging pointwise to $x$. By Fatou's lemma,

$$
\int_{\Omega}\|x(\omega)\|_{E} d \mu \leq \liminf _{n \rightarrow \infty} \int_{\Omega}\left\|x_{n}(\omega)\right\|_{E} d \mu
$$

The right hand side is finite since the sequence $\left\{x_{n}\right\}_{n=1}^{\infty}$ satisfies Condition (B.1) and thus $\left\{\int_{\Omega}\left\|x_{n}(\omega)\right\|_{E} d \mu\right\}_{n=1}^{\infty}$ is a Cauchy sequence in $\mathbb{R}$. So

$$
\int_{\Omega}\|x(\omega)\|_{E} d \mu<\infty
$$

for each Bochner integrable $x$.
" $\Leftarrow$ " Let $x$ be a strongly measurable function and

$$
\int_{\Omega}\|x(\omega)\|_{E} d \mu<\infty
$$

Then there exists a sequence $\left\{x_{n}\right\}_{n=1}^{\infty}$ of simple functions converging pointwise to $x$. Let us define

$$
y_{n}(\omega):= \begin{cases}x_{n}(\omega) & \text { if }\left\|x_{n}(\omega)\right\|_{E} \leq 2\|x(\omega)\|_{E} \\ 0 & \text { if }\left\|x_{n}(\omega)\right\|_{E}>2\|x(\omega)\|_{E}\end{cases}
$$

for all $n \in \mathbb{N}$. If $x(\omega)=0$, then $y_{n}(\omega)=0$ for all $n \in \mathbb{N}$. If $\|x(\omega)\|_{E}>0$, for all $n \in \mathbb{N}$ large enough $y_{n}(\omega)=x_{n}(\omega)$. Thus $y_{n}$ converges pointwise to $x$ and $\left\|y_{n}(\omega)\right\|_{E} \leq$ $2\|x(\omega)\|_{E}$ for all $n \in \mathbb{N}$ and $\omega \in \Omega$. Since $\left\|y_{n}(\omega)-y_{m}(\omega)\right\|_{E} \leq 4\|x(\omega)\|_{E}$ for all $m, n \in \mathbb{N}$ and $\omega \in \Omega$ and $\|x(\cdot)\|_{E} \in L^{1}(\Omega)$, by Lebesgue's dominated convergence theorem,

$$
\lim _{m, n \rightarrow \infty} \int_{\Omega}\left\|y_{n}(\omega)-y_{m}(\omega)\right\|_{E} d \mu=0
$$

Hence the sequence $\left\{y_{n}\right\}_{n=1}^{\infty}$ satisfies Condition (B.1). Therefore $x$ is Bochner integrable.

Since $y_{n}$ converges pointwise to $x$ and $\left\|y_{n}(\omega)-y_{m}(\omega)\right\|_{E} \leq 4\|x(\omega)\|_{E}$ for all $m, n \in \mathbb{N}$ and $\omega \in \Omega$ and $\|x(\cdot)\|_{E} \in L^{1}(\Omega)$,

$$
0=\lim _{n \rightarrow \infty} \lim _{m \rightarrow \infty} \int_{\Omega}\left\|y_{n}(\omega)-y_{m}(\omega)\right\|_{E} d \mu=\lim _{n \rightarrow \infty} \int_{\Omega}\left\|y_{n}(\omega)-x(\omega)\right\|_{E} d \mu
$$

by Lebesgue's dominated convergence theorem.

Main properties of the Bochner integral are presented in the following theorem.
Theorem B.13. (i) If $x$ and $\tilde{x}$ are Bochner integrable and $\alpha, \beta \in \mathbb{C}$,

$$
\alpha \int_{\Omega} x(\omega) d \mu+\beta \int_{\Omega} \tilde{x}(\omega) d \mu=\int_{\Omega}(\alpha x(\omega)+\beta \tilde{x}(\omega)) d \mu
$$

i.e., the Bochner integral is a linear operator from the set of Bochner integrable functions to $E$.
(ii) If $x$ is Bochner integrable,

$$
\left\|\int_{\Omega} x(\omega) d \mu\right\|_{E} \leq \int_{\Omega}\|x(\omega)\|_{E} d \mu .
$$

(iii) Let $F$ be a Banach space. If $x$ is Bochner integrable and $A$ is a bounded linear operator from $E$ to $F$,

$$
A \int_{\Omega} x(\omega) d \mu=\int_{\Omega} A x(\omega) d \mu
$$

Proof. (i) Let $\left\{y_{n}\right\}_{n=1}^{\infty}$ and $\left\{\tilde{y}_{n}\right\}_{n=1}^{\infty}$ be sequences of simple functions stated in Theorem B. 12 corresponding to the Bochner integrable functions $x$ and $\tilde{x}$, respectively.

If $\alpha, \beta \in \mathbb{C}$, then $\alpha x+\beta \tilde{x}$ is Bochner integrable since the simple function $\alpha y_{n}+\beta \tilde{y}_{n}$ converges pointwise to $\alpha x+\beta \tilde{x}$ and

$$
\begin{aligned}
& \int_{\Omega}\left\|\alpha y_{n}(\omega)+\beta \tilde{y}_{n}(\omega)-\left(\alpha y_{m}(\omega)+\beta \tilde{y}_{m}(\omega)\right)\right\|_{E} d \mu \\
& \leq|\alpha| \int_{\Omega}\left\|y_{n}(\omega)-y_{m}(\omega)\right\|_{E} d \mu+|\beta| \int_{\Omega}\left\|\tilde{y}_{n}(\omega)-\tilde{y}_{m}(\omega)\right\|_{E} d \mu \longrightarrow 0
\end{aligned}
$$

as $m, n \rightarrow \infty$. The Bochner integral is linear on the set of simple functions. Hence

$$
\alpha \int_{\Omega} y_{n}(\omega) d \mu+\beta \int_{\Omega} \tilde{y}_{n}(\omega) d \mu=\int_{\Omega}\left(\alpha y_{n}(\omega)+\beta \tilde{y}_{n}(\omega)\right) d \mu
$$

for all $\alpha, \beta \in \mathbb{C}$. Therefore

$$
\begin{aligned}
\alpha \int_{\Omega} x(\omega) d \mu+\beta \int_{\Omega} \tilde{x}(\omega) d \mu & =\lim _{n \rightarrow \infty}\left(\alpha \int_{\Omega} y_{n}(\omega) d \mu+\beta \int_{\Omega} \tilde{y}_{n}(\omega) d \mu\right) \\
& =\lim _{n \rightarrow \infty} \int_{\Omega}\left(\alpha y_{n}(\omega)+\beta \tilde{y}_{n}(\omega)\right) d \mu \\
& =\int_{\Omega}(\alpha x(\omega)+\beta \tilde{x}(\omega)) d \mu
\end{aligned}
$$

for all $\alpha, \beta \in \mathbb{C}$.
(ii) Let $\left\{y_{n}\right\}_{n=1}^{\infty}$ be a sequence of simple functions stated in Theorem B. 12 corresponding to the Bochner integrable function $x$. In the proof of Lemma B. 11 we showed that

$$
\left\|\int_{\Omega} x(\omega) d \mu\right\|_{E} \leq \int_{\Omega}\|x(\omega)\|_{E} d \mu
$$

for each simple function $x$. By the continuity of a norm,

$$
\left\|\int_{\Omega} x(\omega) d \mu\right\|_{E}=\lim _{n \rightarrow \infty}\left\|\int_{\Omega} y_{n}(\omega) d \mu\right\|_{E} \leq \lim _{n \rightarrow \infty} \int_{\Omega}\left\|y_{n}(\omega)\right\|_{E} d \mu
$$

Since $y_{n}$ converges pointwise to $x,\left\|y_{n}(\omega)\right\|_{E} \leq 2\|x(\omega)\|_{E}$ for all $n \in \mathbb{N}$ and $\omega \in \Omega$ and $\|x(\cdot)\|_{E} \in L^{1}(\Omega)$, according to Lebesgue's dominated convergence theorem,

$$
\left\|\int_{\Omega} x(\omega) d \mu\right\|_{E} \leq \int_{\Omega}\|x(\omega)\|_{E} d \mu
$$

for each Bochner integrable $x$.
(iii) Let $A \in B(E, F)$ and $x$ be a simple function. Then

$$
\begin{aligned}
A \int_{\Omega} x(\omega) d \mu & =A \sum_{k=1}^{n} a_{k} \mu\left(A_{k}\right)=\sum_{k=1}^{n} A a_{k} \mu\left(A_{k}\right) \\
& =\int_{\Omega} \sum_{k=1}^{n} A a_{k} \chi_{A_{k}}(\omega) d \mu=\int_{\Omega} A x(\omega) d \mu
\end{aligned}
$$

Let $\left\{y_{n}\right\}_{n=1}^{\infty}$ be a sequence of simple functions stated in Theorem B. 12 corresponding to the Bochner integrable function $x$. Then $A y_{n}$ converges pointwise to $A x$ and

$$
\int_{\Omega}\left\|A y_{n}(\omega)-A y_{m}(\omega)\right\|_{F} d \mu \leq\|A\|_{B(E, F)} \int_{\Omega}\left\|y_{n}(\omega)-y_{m}(\omega)\right\|_{E} d \mu \longrightarrow 0
$$

as $m, n \rightarrow \infty$ Hence $A x$ is Bochner integrable. By the continuity of the operator $A$,

$$
A \int_{\Omega} x(\omega) d \mu=\lim _{n \rightarrow \infty} A \int_{\Omega} y_{n}(\omega) d \mu=\lim _{n \rightarrow \infty} \int_{\Omega} A y_{n}(\omega) d \mu=\int_{\Omega} A x(\omega) d \mu
$$

for each Bochner integrable $x$.

Theorem B. 12 allows us to define the space of Bochner integrable functions.
Definition B.14. A function $x$ belongs to the space $L^{p}(\Omega, \mathcal{F}, \mu ; E)$ for $1 \leq p<\infty$ if $x$ is strongly measurable and

$$
\int_{\Omega}\|x(\omega)\|_{E}^{p} d \mu<\infty
$$

We identify two functions in $L^{p}(\Omega, \mathcal{F}, \mu ; E)$ if they are equal almost everywhere, i.e., $x(\omega)=y(\omega)$ for all $\omega \in \Omega \backslash A$ with $\mu(A)=0$.

We denote

$$
\begin{equation*}
\|x\|_{p}:=\|x\|_{L^{p}(\Omega, \mathcal{F}, \mu ; E)}:=\left(\int_{\Omega}\|x(\omega)\|_{E}^{p} d \mu\right)^{\frac{1}{p}} . \tag{B.2}
\end{equation*}
$$

It is clear that $L^{p}(\Omega, \mathcal{F}, \mu ; E)$ is a norm space with the norm given by Formula (B.2). In fact, $L^{p}(\Omega, \mathcal{F}, \mu ; E)$ is a Banach space. In the proof of the completeness we use the following lemma.

Lemma B.15. If $\left\{x_{n}\right\}_{n=1}^{\infty}$ is a sequence in $L^{p}(\Omega, \mathcal{F}, \mu ; E)$ satisfying

$$
\sum_{n=1}^{\infty}\left\|x_{n+1}-x_{n}\right\|_{p}<\infty
$$

there exists $x \in L^{p}(\Omega, \mathcal{F}, \mu ; E)$ such that $x_{n}$ converges pointwise almost everywhere and in $L^{p}(\Omega, \mathcal{F}, \mu ; E)$ to $x$.

Proof. Let $\left\{x_{n}\right\}_{n=1}^{\infty}$ be a sequence in $L^{p}(\Omega, \mathcal{F}, \mu ; E)$ satisfying the assumption. We denote

$$
g_{n}(\omega):=\sum_{k=1}^{n}\left\|x_{k+1}(\omega)-x_{k}(\omega)\right\|_{E}
$$

for all $n \in \mathbb{N}$ and $\omega \in \Omega$. Then $g_{n}$ belongs to $L^{p}(\Omega)$ since it is measurable and

$$
\left\|g_{n}\right\|_{L^{p}(\Omega)} \leq \sum_{k=1}^{n}\left\|x_{k+1}-x_{k}\right\|_{p}<\infty
$$

for all $n \in \mathbb{N}$. We set

$$
g(\omega):=\lim _{n \rightarrow \infty} g_{n}(\omega)=\sum_{k=1}^{\infty}\left\|x_{k+1}(\omega)-x_{k}(\omega)\right\|_{E}
$$

for all $\omega \in \Omega$. By Lebesgue's monotone convergence theorem,

$$
\|g\|_{L^{p}(\Omega)}=\lim _{n \rightarrow \infty}\left\|g_{n}\right\|_{L^{p}(\Omega)} \leq \sum_{k=1}^{\infty}\left\|x_{k+1}-x_{k}\right\|_{p}<\infty
$$

Hence $g \in L^{p}(\Omega)$ and thus $g(\omega)<\infty$ for almost all $\omega \in \Omega$. We mark the set in which $g(\omega)=\infty$ with $A$. Then $\mu(A)=0$.

Let $m>n$. Then

$$
x_{m}(\omega)-x_{n}(\omega)=\sum_{k=n}^{m-1}\left(x_{k+1}(\omega)-x_{k}(\omega)\right)
$$

for all $\omega \in \Omega$. Thus

$$
\left\|x_{m}(\omega)-x_{n}(\omega)\right\|_{E} \leq \sum_{k=n}^{m-1}\left\|x_{k+1}(\omega)-x_{k}(\omega)\right\|_{E} \leq \sum_{k=n}^{\infty}\left\|x_{k+1}(\omega)-x_{k}(\omega)\right\|_{E}
$$

for all $\omega \in \Omega$. If $\omega \notin A$,

$$
\sum_{k=n}^{\infty}\left\|x_{k+1}(\omega)-x_{k}(\omega)\right\|_{E} \longrightarrow 0
$$

as $n \rightarrow \infty$. Hence if $\omega \notin A$, then $\left\{x_{n}(\omega)\right\}_{n=1}^{\infty}$ is a Cauchy sequence in $E$ and $\lim _{n \rightarrow \infty} x_{n}(\omega)$ exists. We denote

$$
x(\omega):= \begin{cases}\lim _{n \rightarrow \infty} x_{n}(\omega) & \text { if } \omega \notin A \\ 0 & \text { if } \omega \in A\end{cases}
$$

Since $x_{n}$ is strongly measurable, $x_{n}(\Omega)$ is separable for all $n \in \mathbb{N}$ by Theorem B.2. Let $\left\{a_{k}^{n}\right\}_{k=1}^{\infty}$ be a dense subset of $x_{n}(\Omega)$ for all $n \in \mathbb{N}$. Let us set $D:=\left\{a_{k}^{n}\right\}_{k, n=1}^{\infty}$. Then $D \cap x_{n}(\Omega)$ is dense in $x_{n}(\Omega)$ and $\bar{D}$ is separable. Additionally, by the definition $x(\Omega) \subset \bar{D}$. Hence $x(\Omega)$ is separable. If $f \in E^{\prime}$, according to continuity of the dual operation $\langle x(\omega), f\rangle=\lim _{n \rightarrow \infty}\left\langle x_{n}(\omega), f\right\rangle$ if $\omega \notin A$, and $\langle x(\omega), f\rangle=0$ if $\omega \in A$. Hence $\langle x(\cdot), f\rangle$ is measurable as a limit of measurable scalar functions $\left\langle x_{n}(\cdot) \chi_{A^{c}}(\cdot), f\right\rangle$. So $x$ is weakly measurable. Since $x$ is weakly measurable and $x(\Omega)$ is separable, $x$ is strongly measurable by Theorem B.5.

Let $\varepsilon>0$. By Fatou's lemma,

$$
\int_{\Omega}\left\|x(\omega)-x_{n}(\omega)\right\|_{E}^{p} d \mu \leq \liminf _{m \rightarrow \infty} \int_{\Omega}\left\|x_{m}(\omega)-x_{n}(\omega)\right\|_{E}^{p} d \mu
$$

For $n$ large enough

$$
\left\|x_{m}-x_{n}\right\|_{p} \leq\left[\int_{\Omega}\left(\sum_{k=n}^{m-1}\left\|x_{k+1}(\omega)-x_{k}(\omega)\right\|_{E}\right)^{p}\right]^{\frac{1}{p}} \leq \sum_{k=n}^{\infty}\left\|x_{k+1}-x_{k}\right\|_{p}<\varepsilon
$$

if $m>n$. Since $\varepsilon>0$ is arbitrary, $\lim _{n \rightarrow \infty}\left\|x-x_{n}\right\|_{p}=0$.
We still have to prove that $x \in L^{p}(\Omega, \mathcal{F}, \mu ; E)$. Let $\varepsilon>0$. For $n \in \mathbb{N}$ large enough

$$
\|x\|_{p} \leq\left\|x-x_{n}\right\|_{p}+\left\|x_{n}\right\|_{p} \leq\left\|x_{n}\right\|_{p}+\varepsilon<\infty
$$

Hence $x \in L^{p}(\Omega, \mathcal{F}, \mu ; E)$.
Theorem B.16. $L^{p}(\Omega, \mathcal{F}, \mu ; E)$ is complete. In addition, every Cauchy sequence has a subsequence which converges pointwise almost everywhere.

Proof. Let $\left\{x_{n}\right\}_{n=1}^{\infty}$ be a Cauchy sequence in $L^{p}(\Omega, \mathcal{F}, \mu ; E)$. We choose such a subsequence $\left\{x_{n_{k}}\right\}_{k=1}^{\infty}$ that $\left\|x_{n_{k+1}}-x_{n_{k}}\right\|_{p} \leq 2^{-k}$. Then the subsequence satisfies the assumptions of Lemma B.15. By the lemma the subsequence converges pointwise almost everywhere and in $L^{p}(\Omega, \mathcal{F}, \mu ; E)$ to $x \in L^{p}(\Omega, \mathcal{F}, \mu ; E)$. Since a limit is unique, the theorem is proved.

By Theorem B. 12 we know that the set of simple functions is dense in $L^{1}(\Omega, \mathcal{F}, \mu ; E)$. The next theorem states that simple functions are also dense in $L^{p}(\Omega, \mathcal{F}, \mu ; E)$ for $p>1$ if the measure $\mu$ is finite.

Theorem B.17. Assume that $\mu(\Omega)<\infty$. If $x \in L^{p}(\Omega, \mathcal{F}, \mu ; E)$ for $p \geq 1$, there exists a sequence $\left\{x_{n}\right\}_{n=1}^{\infty}$ of simple functions such that $x_{n}$ converges pointwise almost everywhere and in $L^{p}(\Omega, \mathcal{F}, \mu ; E)$ to $x$ and satisfies $\left\|x_{n}(\omega)\right\|_{E} \leq 2\|x(\omega)\|_{E}$ for all $n \in \mathbb{N}$ and almost all $\omega \in \Omega$.

Proof. Simple functions belong to $L^{p}(\Omega, \mathcal{F}, \mu ; E)$ for $p \geq 1$ since they are strongly measurable and

$$
\|x\|_{p}^{p}=\sum_{k=1}^{n}\left\|a_{k}\right\|_{E}^{p} \mu\left(A_{k}\right)<\infty
$$

for a simple function $x$. Let $x \in L^{p}(\Omega, \mathcal{F}, \mu ; E)$. By Hölder's inequality,

$$
\|x\|_{L^{1}(\Omega ; E)} \leq\|1\|_{L^{p} p}\|x\|_{L^{p}(\Omega ; E)}=\mu(\Omega)^{1-\frac{1}{p}}\|x\|_{L^{p}(\Omega ; E)}<\infty .
$$

So $x$ is Bochner integrable. By Theorem B. 12 there exists a sequence $\left\{x_{n}\right\}_{n=1}^{\infty}$ of simple functions such that $x_{n}$ converges pointwise almost everywhere and in $L^{1}(\Omega, \mathcal{F}, \mu ; E)$ to $x$ and satisfies $\left\|x_{n}(\omega)\right\|_{E} \leq 2\|x(\omega)\|_{E}$ for all $n \in \mathbb{N}$ and almost all $\omega \in \Omega$. Since $\left\|x(\omega)-x_{n}(\omega)\right\|_{E}^{p} \leq 3^{p}\|x(\omega)\|_{E}^{p}$ for all $n \in \mathbb{N}$ and almost all $\omega \in \Omega$, by Lebesgue's dominated convergence theorem,

$$
\left\|x-x_{n}\right\|_{p}^{p}=\int_{\Omega}\left\|x(\omega)-x_{n}(\omega)\right\|_{E}^{p} d \mu \longrightarrow 0
$$

as $n \rightarrow \infty$.

Bochner integrable functions can be approximated by simple functions in $L^{1}$-norm. The following theorem states that the approximating functions can be chosen in such a way that the values of approximating functions are values of the original function if we allow the approximating functions to have countably many values.

Theorem B.18. Let $x$ be Bochner integrable and $\varepsilon>0$. Then there exists a subdivision of $\Omega$ into disjoint sets $\left\{A_{k}\right\}_{k=1}^{\infty} \subset \mathcal{F}$ such that for an arbitrary $\omega_{k} \in A_{k}$ the function

$$
x_{\varepsilon}=\sum_{k=1}^{\infty} x\left(\omega_{k}\right) \chi_{A_{k}}
$$

is countable valued, Bochner integrable and satisfies the relation

$$
\int_{\Omega}\left\|x(\omega)-x_{\varepsilon}(\omega)\right\|_{E} d \mu<\varepsilon
$$

Furthermore, this remains valid for all refinements of the above subdivision.

Proof. Since $(\Omega, \mathcal{F}, \mu)$ is $\sigma$-finite, there exist $\Omega_{n} \uparrow \Omega$ such that $\mu\left(\Omega_{n}\right)<\infty$. We denote $\tilde{S}_{n}:=\Omega_{n} \backslash \cup_{k<n} \Omega_{k}$. Then $\tilde{S}_{n} \in \mathcal{F}$ are disjoint and $\cup_{n} \tilde{S}_{n}=\Omega$. We may redefine a subdivision $\left\{S_{n}\right\}$ of $\Omega$ such that $S_{n}$ are disjoint and $0<\mu\left(S_{n}\right)<\infty$ for all $n \in \mathbb{N}$ by adding all $\tilde{S}_{k}$ such that $\mu\left(\tilde{S}_{k}\right)=0$ to some $\tilde{S}_{l}$ with $\mu\left(\tilde{S}_{l}\right)>0$.

Let $x$ be Bochner integrable and $\varepsilon>0$. Since $x$ is strongly measurable, by Corollary B. 6 for every $n \in \mathbb{N}$ there exists a countable valued function $x_{\varepsilon, n}$ such that

$$
\left\|x_{\varepsilon, n}(\omega)-x(\omega)\right\|_{E}<\frac{2^{-n-1} \varepsilon}{\mu\left(S_{n}\right)}
$$

for all $\omega \in \Omega$. For every $n \in \mathbb{N}$ let $\left\{a_{l}^{n}\right\}_{l=1}^{\infty}$ be the set of all values of the function $x_{\varepsilon, n}$ on $S_{n}$. We denote $A_{l}^{n}:=x_{\varepsilon, n}^{-1}\left(a_{l}^{n}\right) \cap S_{n}$ for all $l, n \in \mathbb{N}$. Then $A_{l}^{n}$ are disjoint for all $l, n \in \mathbb{N}$ and $\cup_{l=1}^{\infty} A_{l}^{n}=S_{n}$ for all $n \in \mathbb{N}$.

Let $\omega_{l}^{n} \in A_{l}^{n}$ be arbitrary for all $l, n \in \mathbb{N}$. We define the function

$$
x_{\varepsilon}(\omega):=\sum_{l, n=1}^{\infty} x\left(\omega_{l}^{n}\right) \chi_{A_{l}^{n}}(\omega)
$$

for all $\omega \in \Omega$. Then $x_{\varepsilon}$ is countable valued and hence strongly measurable. Let $\omega \in A_{l}^{n}$ for some $l, n \in \mathbb{N}$. Then $x_{\varepsilon, n}(\omega)=x_{\varepsilon, n}\left(\omega_{l}^{n}\right)=a_{l}^{n}$. Hence

$$
\left\|x_{\varepsilon}(\omega)-x(\omega)\right\|_{E} \leq\left\|x\left(\omega_{l}^{n}\right)-x_{\varepsilon, n}\left(\omega_{l}^{n}\right)\right\|_{E}+\left\|x_{\varepsilon, n}(\omega)-x(\omega)\right\|_{E}<\frac{2^{-n} \varepsilon}{\mu\left(S_{n}\right)}
$$

for all $\omega_{l}^{n} \in A_{l}^{n}$. Thus

$$
\begin{aligned}
\int_{\Omega}\left\|x(\omega)-x_{\varepsilon}(\omega)\right\|_{E} d \mu & \leq \sum_{l, n=1}^{\infty} \int_{\Omega}\left\|x\left(\omega_{l}^{n}\right)-x(\omega)\right\|_{E} \chi_{A_{l}^{n}}(\omega) d \mu \\
& <\sum_{l, n=1}^{\infty} \frac{2^{-n} \varepsilon}{\mu\left(S_{n}\right)} \mu\left(A_{l}^{n}\right)=\sum_{n=1}^{\infty} 2^{-n} \varepsilon=\varepsilon
\end{aligned}
$$

Furthermore,

$$
\begin{aligned}
\int_{\Omega}\left\|x_{\varepsilon}(\omega)\right\|_{E} d \mu & \leq \int_{\Omega}\left\|x(\omega)-x_{\varepsilon}(\omega)\right\|_{E} d \mu+\int_{\Omega}\|x(\omega)\|_{E} d \mu \\
& <\int_{\Omega}\|x(\omega)\|_{E} d \mu+\varepsilon<\infty
\end{aligned}
$$

Hence $x_{\varepsilon}$ is Bochner integrable. The construction of the function $x_{\varepsilon}$ allows all refinements.

Bounded operators commute with the Bochner integral by Theorem B.13. The boundedness is not a necessary condition.

Theorem B.19. Let $F$ be a Banach space and $T: \mathcal{D}(T) \subset E \rightarrow F$ a closed linear operator. If $x \in L^{1}(\Omega, \mathcal{F}, \mu ; E), x(\omega) \in \mathcal{D}(T)$ for almost all $\omega \in \Omega$ and $T x \in L^{1}(\Omega, \mathcal{F}, \mu ; F)$,

$$
T \int_{\Omega} x(\omega) d \mu=\int_{\Omega} T x(\omega) d \mu
$$

Proof. Let $T$ be a closed linear operator from $\mathcal{D}(T) \subset E$ to $F$ and $x$ a Bochner integrable function such that $x(\omega) \in \mathcal{D}(T)$ for all $\omega \in \Omega$ and $T x$ is Bochner integrable. Let $\varepsilon>0$. By Theorem B. 18 there exists two subdivisions of $\Omega$, one corresponding to an $\varepsilon$-approximation of $x$ and the other an $\varepsilon$-approximation of $T x$. Let $\left\{A_{n}\right\}_{n=1}^{\infty}$ be a common refinement of these two subdivisions and $\omega_{n} \in A_{n}$ for all $n \in \mathbb{N}$. We define

$$
x_{\varepsilon}(\omega):=\sum_{n=1}^{\infty} x\left(\omega_{n}\right) \chi_{A_{n}}(\omega)
$$

for all $\omega \in \Omega$. Then $x_{\varepsilon}$ and $T x_{\varepsilon}$ are Bochner integrable and

$$
\int_{\Omega}\left\|x(\omega)-x_{\varepsilon}(\omega)\right\|_{E} d \mu<\varepsilon \quad \text { and } \quad \int_{\Omega}\left\|T x(\omega)-T x_{\varepsilon}(\omega)\right\|_{F} d \mu<\varepsilon .
$$

Thus

$$
\int_{\Omega} x_{\varepsilon}(\omega) d \mu=\sum_{n=1}^{\infty} x\left(\omega_{n}\right) \mu\left(A_{n}\right)=\lim _{N \rightarrow \infty} \sum_{n=1}^{N} x\left(\omega_{n}\right) \mu\left(A_{n}\right)
$$

and

$$
\int_{\Omega} T x_{\varepsilon}(\omega) d \mu=\sum_{n=1}^{\infty} T x\left(\omega_{n}\right) \mu\left(A_{n}\right)=\lim _{N \rightarrow \infty} T\left(\sum_{n=1}^{N} x\left(\omega_{n}\right) \mu\left(A_{n}\right)\right) .
$$

Since $T$ is a closed linear operator,

$$
\int_{\Omega} x_{\varepsilon}(\omega) d \mu \in \mathcal{D}(T) \quad \text { and } \quad T \int_{\Omega} x_{\varepsilon}(\omega) d \mu=\int_{\Omega} T x_{\varepsilon}(\omega) d \mu
$$

Let $\left\{\varepsilon_{n}\right\}_{n=1}^{\infty}$ be a sequence of positive numbers converging to zero. Since $x_{\varepsilon_{n}}$ converges to $x$ in $L^{1}(\Omega, \mathcal{F}, \mu ; E)$ and $T x_{\varepsilon_{n}}$ to $T x$ in $L^{1}(\Omega, \mathcal{F}, \mu ; F)$,

$$
\lim _{n \rightarrow \infty} \int_{\Omega} x_{\varepsilon_{n}}(\omega) d \mu=\int_{\Omega} x(\omega) d \mu
$$

and

$$
\lim _{n \rightarrow \infty} T \int_{\Omega} x_{\varepsilon_{n}}(\omega) d \mu=\lim _{n \rightarrow \infty} \int_{\Omega} T x_{\varepsilon_{n}}(\omega) d \mu=\int_{\Omega} T x(\omega) d \mu
$$

Since $T$ is a closed linear operator,

$$
\int_{\Omega} x(\omega) d \mu \in \mathcal{D}(T) \quad \text { and } \quad T \int_{\Omega} x(\omega) d \mu=\int_{\Omega} T x(\omega) d \mu
$$

If $x(\omega) \in \mathcal{D}(T)$ only for almost all $\omega \in \Omega$, the definitions of $x_{\varepsilon}$ and $T x_{\varepsilon}$ have to be changed in a set of measure zero. Hence the statement is proved.

Since there is not an order relation in an arbitrary Banach space, there do not exist versions of Lebesgue's monotone convergence theorem and Fatou's lemma. But a modification of Lebesgue's dominated convergence theorem holds also in this setting.

Theorem B.20. Let $\left\{x_{n}\right\}_{n=1}^{\infty}$ be a sequence of strongly measurable functions. If $x$ is strongly measurable and $x_{n}$ converges pointwise almost everywhere to $x$ with $\left\|x_{n}(\omega)\right\|_{E} \leq g(\omega)$ for all $n \in \mathbb{N}$ and almost all $\omega \in \Omega$ where $g \in L^{1}(\Omega)$, then $x$ is Bochner integrable and

$$
\int_{\Omega} x(\omega) d \mu=\lim _{n \rightarrow \infty} \int_{\Omega} x_{n}(\omega) d \mu
$$

Proof. Since $\left\|x_{n}(\omega)\right\|_{E} \leq g(\omega)$ for all $n \in \mathbb{N}$ and almost all $\omega \in \Omega$ and $g \in L^{1}(\Omega)$, the functions $x_{n}$ are Bochner integrable. Since $\left\|x_{n}(\omega)-x_{m}(\omega)\right\|_{E} \leq 2 g(\omega)$ for all $m, n \in \mathbb{N}$ and almost all $\omega \in \Omega$, by Lebesgue's dominated convergence theorem,

$$
\lim _{m, n \rightarrow \infty} \int_{\Omega}\left\|x_{n}(\omega)-x_{m}(\omega)\right\|_{E} d \mu=0
$$

So $\left\{x_{n}\right\}_{n=1}^{\infty}$ is a Cauchy sequence in $L^{1}(\Omega, \mathcal{F}, \mu ; E)$. According to Theorem B. 16 there exists a subsequence $\left\{x_{n_{k}}\right\}_{k=1}^{\infty}$ and $y \in L^{1}(\Omega, \mathcal{F}, \mu ; E)$ such that $x_{n_{k}}$ converges pointwise almost everywhere and in $L^{1}(\Omega, \mathcal{F}, \mu ; E)$ to $y$. But $\lim _{k \rightarrow \infty} x_{n_{k}}(\omega)=x(\omega)$ for almost all $\omega \in \Omega$. So $x=y$ almost everywhere. Hence $x$ is Bochner integrable and $x_{n}$ converges in $L^{1}(\Omega, \mathcal{F}, \mu ; E)$ to $x$. Thus

$$
\left\|\int_{\Omega} x(\omega) d \mu-\int_{\Omega} x_{n}(\omega) d \mu\right\|_{E} \leq \int_{\Omega}\left\|x_{n}(\omega)-x(\omega)\right\|_{E} d \mu \longrightarrow 0
$$

as $n \rightarrow \infty$. Therefore

$$
\int_{\Omega} x(\omega) d \mu=\lim _{n \rightarrow \infty} \int_{\Omega} x_{n}(\omega) d \mu
$$

and the theorem is proved.

## B. 5 The Bochner Integral of Operator Valued Functions

We must distinguish between the uniform Bochner integral and strong Bochner integral of operator valued functions. If $U: \Omega \rightarrow B(E, F)$ is uniformly measurable and

$$
\int_{\Omega}\|U(\omega)\|_{B(E, F)} d \mu<\infty
$$

$U \in L^{1}(\Omega, \mathcal{F}, \mu ; B(E, F))$ and the theory of Section B. 4 applies directly. In that case,

$$
\int_{\Omega} U(\omega) d \mu \in B(E, F)
$$

and is the limit in the uniform operator topology of the approximating integrals. The operator $\int_{\Omega} U(\omega) d \mu$ is called the uniform Bochner integral of $U$. On the other hand if $U$ is strongly measurable and

$$
\int_{\Omega}\|U(\omega) x\|_{F} d \mu<\infty
$$

for all $x \in E$, i.e., $U(\cdot) x \in L^{1}(\Omega, \mathcal{F}, \mu ; F)$ for each $x \in E$, the theory of Section B. 4 merely asserts that

$$
\int_{\Omega} U(\omega) x d \mu=V(x)
$$

is an element of $F$. It requires additional argument to show that $V \in B(E, F)$.
Theorem B.21. If $U(\cdot) x \in L^{1}(\Omega, \mathcal{F}, \mu ; F)$ for each $x \in E$,

$$
V x=\int_{\Omega} U(\omega) x d \mu
$$

defines a bounded linear operator from $E$ to $F$.

Proof. Let $U(\cdot) x \in L^{1}(\Omega, \mathcal{F}, \mu ; F)$ for all $x \in E$. Then $V$ is well defined and linear on $E$. In order to show that $V$ is bounded we consider a transformation $W$ from $E$ to $L^{1}(\Omega, \mathcal{F}, \mu ; F)$ defined by $(W x)(\omega):=U(\omega) x$ for all $\omega \in \Omega$. One sees directly that $W$ is linear. If $x_{n} \rightarrow x$ in $E$ and $W x_{n} \rightarrow y$ in $L^{1}(\Omega, \mathcal{F}, \mu ; F)$ as $n \rightarrow \infty$, then $\left(W x_{n}\right)(\omega) \rightarrow(W x)(\omega)$ as $n \rightarrow \infty$ for all $\omega \in \Omega$ and there exists a subsequence $\left\{x_{n_{k}}\right\}_{k=1}^{\infty}$ such that $\left(W x_{n_{k}}\right)(\omega) \rightarrow y(\omega)$ as $k \rightarrow \infty$ for almost all $\omega \in \Omega$. Since the limit is unique, $y(\omega)=(W x)(\omega)$ for almost all $\omega \in \Omega$, i.e., $y=W x$ in $L^{1}(\Omega, \mathcal{F}, \mu ; F)$. Thus $W$ is closed. By the closed graph theorem $W$ is bounded. Therefore for all $x \in E$

$$
\|V x\|_{F} \leq \int_{\Omega}\|U(\omega) x\|_{F} d \mu=\|W x\|_{L^{1}(\Omega ; F)} \leq\|W\|_{B\left(E, L^{1}(\Omega, \mathcal{F}, \mu ; F)\right)}\|x\|_{E}
$$

Hence $V$ is bounded.

The operator $V$ is called the strong Bochner integral of $U$ and denoted by

$$
V:=\int_{\Omega} U(\omega) d \mu
$$

Since uniformly measurable operator valued functions are strongly measurable, we have two different integrals for functions in $L^{1}(\Omega, \mathcal{F}, \mu ; B(E, F))$. The following theorem shows that the integrals coincide.

Theorem B.22. If $U \in L^{1}(\Omega, \mathcal{F}, \mu ; B(E, F))$, the uniform and strong Bochner integral are equal.

Proof. Let $U$ be a simple operator valued function. Then

$$
\left(\int_{\Omega} U(\omega) d \mu\right) x=\sum_{k=1}^{n} U_{k} x \mu\left(A_{k}\right)=\int_{\Omega} U(\omega) x d \mu
$$

for all $x \in E$.
Let $U \in L^{1}(\Omega, \mathcal{F}, \mu ; B(E, F))$. Then $U$ is uniformly measurable and hence strongly measurable. Furthermore,

$$
\int_{\Omega}\|U(\omega)\|_{B(E, F)} d \mu<\infty
$$

and thus for each $x \in E$

$$
\int_{\Omega}\|U(\omega) x\|_{F} d \mu \leq \int_{\Omega}\|U(\omega)\|_{B(E, F)} d \mu\|x\|_{E}<\infty
$$

Therefore both the uniform and strong Bochner integrals are defined. Since $U \in$ $L^{1}(\Omega, \mathcal{F}, \mu ; B(E, F))$, there exists a sequence $\left\{U_{n}\right\}_{n=1}^{\infty}$ of simple operator valued functions converging pointwise almost everywhere to $U$ in the uniform operator topology and satisfying

$$
\int_{\Omega}\left\|U_{n}(\omega)-U_{m}(\omega)\right\|_{B(E, F)} d \mu \longrightarrow 0
$$

as $m, n \rightarrow \infty$. Thus for each $x \in E$ the sequence $\left\{U_{n}(\cdot) x\right\}_{n=1}^{\infty}$ of simple $F$-valued functions converges pointwise almost everywhere to $U(\cdot) x$ and satisfies

$$
\int_{\Omega}\left\|U_{n}(\omega) x-U_{m}(\omega) x\right\|_{F} d \mu \longrightarrow 0
$$

as $m, n \rightarrow \infty$. Hence for all $x \in E$

$$
\left(\int_{\Omega} U(\omega) d \mu\right) x=\lim _{n \rightarrow \infty}\left(\int_{\Omega} U_{n}(\omega) d \mu\right) x=\lim _{n \rightarrow \infty} \int_{\Omega} U_{n}(\omega) x d \mu=\int_{\Omega} U(\omega) x d \mu
$$

and therefore the uniform and strong Bochner integrals have the same value.

## Appendix C

## Integration Along a Curve

In this appendix the Bochner integration theory introduced in Appendix B is used to define the integral of a vector valued function along a curve in the complex plane. This sort of integrals are needed in the definition of the analytic semigroup generated by a sectorial operator in Chapter 2.

Let $\left(E,\|\cdot\|_{E}\right)$ be a Banach space and $\gamma$ a curve in $\mathbb{C}$, i.e., there exists such a parametrization

$$
\gamma=\left\{\lambda \in \mathbb{C}: \lambda=\gamma(\varphi):=\gamma_{1}(\varphi)+i \gamma_{2}(\varphi), \varphi \in[a, b] \subset \mathbb{R}\right\}
$$

where $a<b$ that $\gamma_{i}, i=1,2$, are piecewise continuously differentiable functions from $[a, b]$ to $\mathbb{R}$. We say that $\gamma$ is a curve in a set $D \subset \mathbb{C}$ if $\gamma \subset D$. Let $x: \mathbb{C} \rightarrow E$ be a vector valued function. We define the integral of $x$ along the curve $\gamma$ to be the Bochner integral

$$
\int_{\gamma} x(\lambda) d \lambda:=\int_{a}^{b} x(\gamma(\varphi)) \gamma^{\prime}(\varphi) d \varphi
$$

if $x(\gamma(\cdot))$ is strongly measurable from $[a, b]$ to $E$ and

$$
\int_{a}^{b}\|x(\gamma(\varphi))\|_{E}\left|\gamma^{\prime}(\varphi)\right| d \varphi<\infty
$$

If $\left(F,\|\cdot\|_{F}\right)$ is a Banach space and $U: \mathbb{C} \rightarrow B(E, F)$ is an operator valued function, the integral of $U$ along the curve $\gamma$ can be defined as a uniform Bochner integral

$$
\int_{\gamma} U(\lambda) d \lambda:=\int_{a}^{b} U(\gamma(\varphi)) \gamma^{\prime}(\varphi) d \varphi
$$

if $U(\gamma(\cdot))$ is uniformly measurable from $[a, b]$ to $B(E, F)$ and

$$
\int_{a}^{b}\|U(\gamma(\varphi))\|_{B(E, F)}\left|\gamma^{\prime}(\varphi)\right| d \varphi<\infty
$$

Then the integral

$$
\int_{\gamma} U(\lambda) d \lambda
$$

is a bounded linear operator from $E$ to $F$.

## C. 1 Analytic Functions

We want to show that some of the results of the complex analysis are valid for operator valued functions.

Definition C.1. Let $\left(E,\|\cdot\|_{E}\right)$ be a Banach space and $D \subset \mathbb{C}$ open. The function $x: D \rightarrow E$ is said to be holomorphic (or analytic) in $D$ if for every disc $B(a, r) \subset D$ there exists a series

$$
\sum_{n=0}^{\infty} c_{n}(\lambda-a)^{n}
$$

where $c_{n} \in E$ which converges in $E$ to $x(\lambda)$ for all $\lambda \in B(a, r)$.
If $U: \mathbb{C} \rightarrow B(E, F)$ is analytic in an open set $D \subset \mathbb{C}$, the function $\langle U(\lambda) x, f\rangle$ is an analytic scalar function in $D$ for all $x \in E$ and $f \in F^{\prime}$. Let $\gamma$ be a curve in $D$. Since the function $\varphi \mapsto \gamma(\varphi)$ is continuous, the function $\varphi \mapsto\langle U(\gamma(\varphi)) x, f\rangle$ is measurable as a composite function of a continuous and analytic function for all $x \in E$ and $f \in F^{\prime}$. Hence $U(\gamma(\cdot))$ is weakly measurable from $[a, b]$ to $B(E, F)$. Since $[a, b]$ is separable and $U(\gamma(\cdot))$ is continuous, $U(\gamma([a, b]))$ is separable. Therefore $U(\gamma(\cdot))$ is uniformly measurable by Theorem B.9. If the length $|\gamma|:=\int_{a}^{b}\left|\gamma^{\prime}(\varphi)\right| d \varphi$ of $\gamma$ is finite,

$$
\int_{a}^{b}\|U(\gamma(\varphi))\|_{B(E, F)}\left|\gamma^{\prime}(\varphi)\right| d \varphi \leq|\gamma| \max _{\varphi \in[a, b]}\|U(\gamma(\varphi))\|_{B(E, F)}<\infty
$$

Hence the integral

$$
\int_{\gamma} U(\lambda) d \lambda
$$

is defined for analytic functions $U$ if the length of $\gamma$ is finite. If there exists information about the behaviour of the norm of an analytic operator valued function, the integral along a curve with infinite length may be defined.

Let $\gamma$ be a closed curve, i.e., $\gamma(a)=\gamma(b)$. By the Cauchy integral theorem,

$$
\begin{aligned}
0 & =\oint_{\gamma}\langle U(\lambda) x, f\rangle d \lambda=\int_{a}^{b}\langle U(\gamma(\varphi)) x, f\rangle \gamma^{\prime}(\varphi) d \varphi \\
& =\left\langle\int_{a}^{b} U(\gamma(\varphi)) x \gamma^{\prime}(\varphi) d \varphi, f\right\rangle=\left\langle\oint_{\gamma} U(\lambda) x d \lambda, f\right\rangle
\end{aligned}
$$

for all $x \in E$ and $f \in F^{\prime}$. Thus

$$
\oint_{\gamma} U(\lambda) d \lambda=0 .
$$

Therefore the Cauchy integral theorem is valid for holomorphic operator valued functions.

On the other hand, let $\gamma$ be a closed curve and $\xi \notin \gamma$. By the Cauchy integral formula,

$$
\begin{aligned}
\langle U(\xi) x, f\rangle \operatorname{Ind}_{\gamma}(\xi) & =\frac{1}{2 \pi i} \oint_{\gamma} \frac{\langle U(\lambda) x, f\rangle}{\xi-\lambda} d \lambda=\frac{1}{2 \pi i} \int_{a}^{b} \frac{\langle U(\gamma(\varphi)) x, f\rangle}{\xi-\gamma(\varphi)} \gamma^{\prime}(\varphi) d \varphi \\
& =\left\langle\frac{1}{2 \pi i} \int_{a}^{b} \frac{U(\gamma(\varphi)) x}{\xi-\gamma(\varphi)} \gamma^{\prime}(\varphi) d \varphi, f\right\rangle=\left\langle\frac{1}{2 \pi i} \oint_{\gamma} \frac{U(\lambda) x}{\xi-\lambda} d \lambda, f\right\rangle
\end{aligned}
$$

for all $x \in E$ and $f \in F^{\prime}$ where

$$
\operatorname{Ind}_{\gamma}(\xi):=\frac{1}{2 \pi i} \oint_{\gamma} \frac{d \lambda}{\xi-\lambda}
$$

Thus

$$
U(\xi) \operatorname{Ind}_{\gamma}(\xi)=\frac{1}{2 \pi i} \oint_{\gamma} \frac{U(\lambda)}{\xi-\lambda} d \lambda .
$$

Therefore the Cauchy integral formula is valid for holomorphic operator valued functions.

The following theorem is the summary of this section.
Theorem C.2. Let $U: \mathbb{C} \rightarrow B(E, F)$ be analytic in an open set $D \subset \mathbb{C}$ and $\gamma$ a closed curve in D. Then

$$
\oint_{\gamma} U(\lambda) d \lambda=0 .
$$

If $\xi \notin \gamma$,

$$
U(\xi) \operatorname{Ind}_{\gamma}(\xi)=\frac{1}{2 \pi i} \oint_{\gamma} \frac{U(\lambda)}{\xi-\lambda} d \lambda .
$$

## Appendix D

## Special Operators

In this chapter we present some special bounded linear operators in Banach and Hilbert spaces. We consider the spaces of nuclear and Hilbert-Schmidt operators. References of this chapter are the books of Da Prato and Zabczyk [35], Kuo [23], Pietsch [32] and Treves [52]. Nuclear operators are also treaded among others in the book of Köthe [22] and Hilbert-Schmidt operators in the books of Dunford and Schwartz [10] and Köthe [22].

## D. 1 Hilbert-Schmidt Operators

Let $\left(U,(\cdot, \cdot)_{U}\right)$ and $\left(H,(\cdot, \cdot)_{H}\right)$ be separable Hilbert spaces.
Lemma D.1. Let $\left\{e_{k}\right\}_{k=1}^{\infty}$ and $\left\{d_{k}\right\}_{k=1}^{\infty}$ be two orthonormal bases in $U$. Then

$$
\sum_{k=1}^{\infty}\left\|T e_{k}\right\|_{H}^{2}=\sum_{k=1}^{\infty}\left\|T d_{k}\right\|_{H}^{2}
$$

for a linear operator $T$ from $U$ to $H$.

Proof. Let $\left\{f_{k}\right\}_{k=1}^{\infty}$ be an orthonormal basis in $H$. Then for a linear operator $T$

$$
\begin{aligned}
\sum_{k=1}^{\infty}\left\|T e_{k}\right\|_{H}^{2} & =\sum_{k=1}^{\infty} \sum_{j=1}^{\infty}\left|\left(T e_{k}, f_{j}\right)_{H}\right|^{2}=\sum_{j=1}^{\infty} \sum_{k=1}^{\infty}\left|\left(e_{k}, T^{*} f_{j}\right)_{U}\right|^{2}=\sum_{j=1}^{\infty}\left\|T^{*} f_{j}\right\|_{U}^{2} \\
& =\sum_{j=1}^{\infty} \sum_{k=1}^{\infty}\left|\left(T^{*} f_{j}, d_{k}\right)_{U}\right|^{2}=\sum_{k=1}^{\infty} \sum_{j=1}^{\infty}\left|\left(f_{j}, T d_{k}\right)_{H}\right|^{2}=\sum_{k=1}^{\infty}\left\|T d_{k}\right\|_{H}^{2} .
\end{aligned}
$$

Thus if the series $\sum_{k=1}^{\infty}\left\|T e_{k}\right\|_{H}^{2}$ converges for some $\left\{e_{k}\right\}_{k=1}^{\infty}$, it converges for any other $\left\{d_{k}\right\}_{k=1}^{\infty}$ and if the series $\sum_{k=1}^{\infty}\left\|T e_{k}\right\|_{H}^{2}$ is divergent for some $\left\{e_{k}\right\}_{k=1}^{\infty}$, it is for any other $\left\{d_{k}\right\}_{k=1}^{\infty}$.
Definition D.2. A linear operator $T: U \rightarrow H$ is said to be a Hilbert-Schmidt operator if

$$
\sum_{k=1}^{\infty}\left\|T e_{k}\right\|_{H}^{2}<\infty
$$

for an orthonormal basis $\left\{e_{k}\right\}_{k=1}^{\infty}$ in $U$.

By Lemma D. 1 the definition of Hilbert-Schmidt operators is independent of the choice of the basis $\left\{e_{k}\right\}_{k=1}^{\infty}$. We denote by $B(U, H)$ the Banach space of all bounded linear operators from $U$ into $H$ endowed with the operator norm

$$
\|T\|_{B(U, H)}:=\sup \left\{\|T x\|_{H}: x \in U,\|x\|_{U} \leq 1\right\}
$$

for all $T \in B(U, H)$ and by $B_{2}(U, H)$ the collection of Hilbert-Schmidt operators from $U$ to $H$. We define the Hilbert-Schmidt norm by

$$
\|T\|_{B_{2}(U, H)}:=\left(\sum_{k=1}^{\infty}\left\|T e_{k}\right\|_{H}^{2}\right)^{\frac{1}{2}}
$$

for all $T \in B_{2}(U, H)$. If $U=H$, we use the notation $B(H):=B(H, H)$ and $B_{2}(H):=B_{2}(H, H)$.

Theorem D.3. Let $\left(U,(\cdot, \cdot)_{U}\right)$, $\left(H,(\cdot, \cdot)_{H}\right)$ and $\left(E,(\cdot, \cdot)_{E}\right)$ be separable Hilbert spaces and $Q \in B(E, U), R \in B(H, E)$ and $S, T \in B_{2}(U, H)$. Then
(i) $\|\alpha T\|_{B_{2}(U, H)}=|\alpha|\|T\|_{B_{2}(U, H)}$ for all $\alpha \in \mathbb{C}$,
(ii) $\|S+T\|_{B_{2}(U, H)} \leq\|S\|_{B_{2}(U, H)}+\|T\|_{B_{2}(U, H)}$,
(iii) $\left\|T^{*}\right\|_{B_{2}(H, U)}=\|T\|_{B_{2}(U, H)}$,
(iv) $\|T\|_{B(U, H)} \leq\|T\|_{B_{2}(U, H)}$,
(v) $R T$ is a Hilbert-Schmidt operator from $U$ to $E$ and

$$
\|R T\|_{B_{2}(U, E)} \leq\|R\|_{B(H, E)}\|T\|_{B_{2}(U, H)}
$$

(vi) $T Q$ is a Hilbert-Schmidt operator from $E$ to $H$ and

$$
\|T Q\|_{B_{2}(E, H)} \leq\|Q\|_{B(E, U)}\|T\|_{B_{2}(U, H)}
$$

Proof. The statement (i) is obvious.
(ii) Let $S, T \in B_{2}(U, H)$ and $\left\{e_{k}\right\}_{k=1}^{\infty}$ be an orthonormal basis in $U$. Then by the Minkowski inequality,

$$
\left(\sum_{k=1}^{\infty}\left\|(S+T) e_{k}\right\|_{H}^{2}\right)^{\frac{1}{2}} \leq\left(\sum_{k=1}^{\infty}\left\|S e_{k}\right\|_{H}^{2}\right)^{\frac{1}{2}}+\left(\sum_{k=1}^{\infty}\left\|T e_{k}\right\|_{H}^{2}\right)^{\frac{1}{2}}
$$

Thus $\|S+T\|_{B_{2}(U, H)} \leq\|S\|_{B_{2}(U, H)}+\|T\|_{B_{2}(U, H)}$.
The statement (iii) is a consequence of the proof of Lemma D.1.
(iv) Let $T$ be a Hilbert-Schmidt operator from $U$ to $H$ and $x \in U$. Let $\left\{f_{k}\right\}_{k=1}^{\infty}$ be an orthonormal basis in $H$. Then

$$
\begin{aligned}
\|T x\|_{H}^{2} & =\sum_{k=1}^{\infty}\left|\left(T x, f_{k}\right)\right|^{2}=\sum_{k=1}^{\infty}\left|\left(x, T^{*} f_{k}\right)\right|^{2} \\
& \leq\|x\|_{U}^{2} \sum_{k=1}^{\infty}\left\|T^{*} f_{k}\right\|_{U}^{2}=\|x\|_{U}^{2}\left\|T^{*}\right\|_{B_{2}(H, U)}^{2} \\
& =\|T\|_{B_{2}(U, H)}^{2}\|x\|_{U}^{2}
\end{aligned}
$$

Thus $\|T\|_{B(U, H)} \leq\|T\|_{B_{2}(U, H)}$.
(v) Let $R \in B(H, E)$ and $T \in B_{2}(U, H)$. Let $\left\{e_{k}\right\}_{k=1}^{\infty}$ be an orthonormal basis in $U$. Then

$$
\|R T\|_{B_{2}(U, E)}^{2}=\sum_{k=1}^{\infty}\left\|R T e_{k}\right\|_{E}^{2} \leq\|R\|_{B(H, E)}^{2} \sum_{k=1}^{\infty}\left\|T e_{k}\right\|_{H}^{2}=\|R\|_{B(H, E)}^{2}\|T\|_{B_{2}(U, H)}^{2}
$$

Hence $R T$ is a Hilbert-Schmidt operator from $U$ to $E$ and the claimed inequality is valid.
(vi) Let $Q \in B(E, U)$ and $T \in B_{2}(U, H)$. Then by the statements (iii) and (v),

$$
\|T Q\|_{B_{2}(E, H)}=\left\|Q^{*} T^{*}\right\|_{B_{2}(H, E)} \leq\left\|Q^{*}\right\|_{B(U, E)}\left\|T^{*}\right\|_{B_{2}(H, U)}=\|Q\|_{B(E, U)}\|T\|_{B_{2}(U, H)}
$$

and hence $T Q$ is a Hilbert-Schmidt operator from $E$ to $H$.
Corollary D.4. The Hilbert-Schmidt norm is a norm in $B_{2}(U, H)$.

By Theorem D. 3 Hilbert-Schmidt operators are bounded, i.e., $B_{2}(U, H) \subseteq B(U, H)$. If $U$ is finite dimensional, $B_{2}(U, H)=B(U, H)$. But if $U$ is infinite dimensional, $B_{2}(U, H) \subset B(U, H)$, e.g. the identity operator is bounded but not a HilbertSchmidt operator.

Proposition D.5. A Hilbert-Schmidt operator from $U$ to $H$ is compact.

Proof. Let $T$ be a Hilbert-Schmidt operator from $U$ to $H$ and $\left\{e_{k}\right\}_{k=1}^{\infty}$ an orthonormal basis in $U$. Then $\sum_{k=1}^{\infty}\left\|T e_{k}\right\|_{H}^{2}<\infty$. Let $\left\{f_{k}\right\}_{k=1}^{\infty}$ be an orthonormal basis in $H$. Then $T x=\sum_{k=1}^{\infty}\left(T x, f_{k}\right)_{H} f_{k}$ for all $x \in U$. Thus

$$
\begin{aligned}
\left\|T x-\sum_{k=1}^{n}\left(T x, f_{k}\right)_{H} f_{k}\right\|_{H}^{2} & =\sum_{k=n+1}^{\infty}\left|\left(T x, f_{k}\right)_{H}\right|^{2}=\sum_{k=n+1}^{\infty}\left|\left(x, T^{*} f_{k}\right)_{U}\right|^{2} \\
& \leq\|x\|_{U}^{2} \sum_{k=n+1}^{\infty}\left\|T^{*} f_{k}\right\|_{U}^{2} \longrightarrow 0
\end{aligned}
$$

as $n \rightarrow \infty$ for all $x \in U$ since $\sum_{j=1}^{\infty}\left\|T^{*} f_{j}\right\|_{U}^{2}=\sum_{k=1}^{\infty}\left\|T e_{k}\right\|_{H}^{2}$ by the proof of Lemma D.1. Hence $T$ is the limit of finite rank operators in the operator norm. Therefore $T$ is compact.

We equip the norm space $B_{2}(U, H)$ with the Hilbert-Schmidt inner product

$$
\begin{equation*}
(S, T)_{B_{2}(U, H)}:=\sum_{k=1}^{\infty}\left(S e_{k}, T e_{k}\right)_{H} \tag{D.1}
\end{equation*}
$$

for all $S, T \in B_{2}(U, H)$ where $\left\{e_{k}\right\}_{k=1}^{\infty}$ is an orthonormal basis in $U$. Then $B_{2}(U, H)$ is a Hilbert space.

Proposition D.6. The space of Hilbert-Schmidt operators from $U$ into $H$ is a separable Hilbert space.

Proof. Let $\left\{e_{k}\right\}_{k=1}^{\infty}$ and $\left\{f_{k}\right\}_{k=1}^{\infty}$ be orthonormal bases in $U$ and $H$, respectively. The series on the right hand side of (D.1) converges absolutely since $2\left|\left(S e_{k}, T e_{k}\right)_{H}\right| \leq$ $\left\|S e_{k}\right\|_{H}^{2}+\left\|T e_{k}\right\|_{H}^{2}$ for all $S, T \in B_{2}(U, H)$. The Hilbert-Schmidt inner product is independent of the basis $\left\{e_{k}\right\}_{k=1}^{\infty}$ because $\sum_{k=1}^{\infty}\left(S e_{k}, T e_{k}\right)_{H}=\sum_{k=1}^{\infty}\left(T^{*} f_{k}, S^{*} f_{k}\right)_{H}$ for all $S, T \in B_{2}(U, H)$. Since $(T, T)_{B_{2}(U, H)}=\|T\|_{B_{2}(U, H)}^{2}$ and $(\cdot, \cdot)_{H}$ is an inner product in $H$, the Hilbert-Schmidt inner product is an inner product in $B_{2}(U, H)$. Hence $B_{2}(U, H)$ is an inner product space.

To prove the completeness of $B_{2}(U, H)$ let us assume that $\left\{T_{n}\right\}_{n=1}^{\infty}$ is a Cauchy sequence in $B_{2}(U, H)$. By Theorem D. 3 the sequence $\left\{T_{n}\right\}_{n=1}^{\infty}$ is also a Cauchy sequence in $B(U, H)$. Since $B(U, H)$ is a Banach space, there exists $T \in B(U, H)$ such that $\left\|T-T_{n}\right\|_{B(U, H)} \rightarrow 0$ as $n \rightarrow \infty$. We need to prove that $T \in B_{2}(U, H)$ and $\left\|T-T_{n}\right\|_{B_{2}(U, H)} \rightarrow 0$ as $n \rightarrow \infty$. Since $\left\{T_{n}\right\}_{n=1}^{\infty}$ is a Cauchy sequence in $B_{2}(U, H)$, it is bounded, i.e., there exists $C>0$ such that $\left\|T_{n}\right\|_{B_{2}(U, H)} \leq C$ for all $n \in \mathbb{N}$. Let $\left\{e_{k}\right\}_{k=1}^{\infty}$ be an orthonormal basis in $U$. Then for each $N \in \mathbb{N}$

$$
\sum_{k=1}^{N}\left\|T e_{k}\right\|_{H}^{2}=\lim _{n \rightarrow \infty} \sum_{k=1}^{N}\left\|T_{n} e_{k}\right\|_{H}^{2} \leq \lim _{n \rightarrow \infty}\left\|T_{n}\right\|_{B_{2}(U, H)}^{2} \leq C^{2}
$$

Hence $\|T\|_{B_{2}(U, H)} \leq C$ and $T \in B_{2}(U, H)$. Let $\varepsilon>0$. Then there exists $M>0$ such that $\left\|T_{m}-T_{n}\right\|_{B_{2}(U, H)}<\varepsilon$ for all $m, n \geq M$. Then for $m \geq M$ and each $N \in \mathbb{N}$

$$
\begin{aligned}
\sum_{k=1}^{N}\left\|\left(T-T_{m}\right) e_{k}\right\|_{H}^{2} & =\lim _{n \rightarrow \infty} \sum_{k=1}^{N}\left\|\left(T_{n}-T_{m}\right) e_{k}\right\|_{H}^{2} \leq \lim _{n \rightarrow \infty}\left\|T_{n}-T_{m}\right\|_{B_{2}(U, H)}^{2} \\
& \leq \limsup _{n \rightarrow \infty}\left\|T_{n}-T_{m}\right\|_{B_{2}(U, H)}^{2} \leq \varepsilon^{2}
\end{aligned}
$$

Hence $\left\|T-T_{m}\right\|_{B_{2}(U, H)} \leq \varepsilon$ for all $m \geq M$. Therefore $B_{2}(U, H)$ is complete.
Let $T \in B_{2}(U, H)$ and $\left\{f_{k}\right\}_{k=1}^{\infty}$ be an orthonormal basis in $H$. Then for all $x \in U$

$$
\begin{aligned}
T x & =\sum_{k=1}^{\infty}\left(T x, f_{k}\right)_{H} f_{k}=\sum_{k, l=1}^{\infty}\left(x, e_{l}\right)_{U}\left(T e_{l}, f_{k}\right)_{H} f_{k} \\
& =\sum_{k, l=1}^{\infty}\left(T, f_{k} \otimes e_{l}\right)_{B_{2}(U, H)}\left(f_{k} \otimes e_{l}\right)(x)
\end{aligned}
$$

where $\left(f_{k} \otimes e_{l}\right)(x)=\left(x, e_{l}\right)_{U} f_{k}$ for all $x \in U$. The set $\left\{f_{k} \otimes e_{l}\right\}_{k, l=1}^{\infty}$ is orthonormal in $B_{2}(U, H)$. Furthermore,

$$
\begin{aligned}
& \left\|T-\sum_{k=1}^{n} \sum_{l=1}^{m}\left(T e_{l}, f_{k}\right)_{H}\left(f_{k} \otimes e_{l}\right)\right\|_{B_{2}(U, H)}^{2} \\
& =\sum_{j=1}^{\infty}\left\|\sum_{k=n+1}^{\infty} \sum_{l=m+1}^{\infty}\left(T e_{l}, f_{k}\right)_{H}\left(f_{k} \otimes e_{l}\right)\left(e_{j}\right)\right\|_{H}^{2} \\
& =\sum_{j=m+1}^{\infty}\left\|\sum_{k=n+1}^{\infty}\left(T e_{j}, f_{k}\right)_{H} f_{k}\right\|^{2} \\
& =\sum_{j=m+1}^{\infty} \sum_{k=n+1}^{\infty}\left|\left(T e_{j}, f_{k}\right)_{H}\right|^{2} \longrightarrow 0
\end{aligned}
$$

as $m, n \rightarrow \infty$ since $\sum_{j, k=1}^{\infty}\left|\left(T e_{j}, f_{k}\right)_{H}\right|^{2}=\sum_{j=1}^{\infty}\left\|T e_{j}\right\|_{H}^{2}<\infty$. Hence $\left\{f_{k} \otimes e_{l}\right\}_{k, l=1}^{\infty}$ is an orthonormal basis in $B_{2}(U, H)$.

As an example of a Hilbert-Schmidt operator we present the Hilbert-Schmidt integral operator in $L^{2}(\mathbb{R})$.

Example D. 7 (The Hilbert-Schmidt integral operator). Let $k \in L^{2}\left(\mathbb{R}^{2}\right)$. We define the operator $K: L^{2}(\mathbb{R}) \rightarrow L^{2}(\mathbb{R})$ by

$$
K f(t)=\int_{-\infty}^{\infty} k(t, s) f(s) d s
$$

for all $t \in \mathbb{R}$. Then $K$ is a Hilbert-Schmidt operator and $\|K\|_{B_{2}\left(L^{2}(\mathbb{R})\right)}=\|k\|_{L^{2}\left(\mathbb{R}^{2}\right)}$.
Proof. Let $f \in L^{2}(\mathbb{R})$. Then

$$
\begin{aligned}
\|K f\|_{L^{2}(\mathbb{R})}^{2} & =\int_{-\infty}^{\infty}\left|\int_{-\infty}^{\infty} k(t, s) f(s) d s\right|^{2} d t \leq \int_{-\infty}^{\infty}\left(\int_{-\infty}^{\infty}|k(t, s) f(s)| d s\right)^{2} d t \\
& \leq \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}|k(t, s)|^{2} d s \int_{-\infty}^{\infty}|f(s)|^{2} d s d t=\|k\|_{L^{2}\left(\mathbb{R}^{2}\right)}^{2}\|f\|_{L^{2}(\mathbb{R})}^{2}
\end{aligned}
$$

Thus $K$ is a bounded linear operator from $L^{2}(\mathbb{R})$ to itself and $\|K\|_{B\left(L^{2}(\mathbb{R})\right)} \leq$ $\|k\|_{L^{2}\left(\mathbb{R}^{2}\right)}$.
To show that $K$ is actually a Hilbert-Schmidt operator we use the Fubini theorem. Since

$$
\int_{\mathbb{R}^{2}}|\overline{k(t, s)}|^{2} d s d t=\int_{\mathbb{R}^{2}}|k(t, s)|^{2} d s d t<\infty
$$

by the Fubini theorem,

$$
\int_{-\infty}^{\infty}|\overline{k(t, s)}|^{2} d s<\infty
$$

for almost all $t \in \mathbb{R}$, i.e., $\overline{k(t, \cdot)} \in L^{2}(\mathbb{R})$ for almost all $t \in \mathbb{R}$. Let $\left\{e_{n}\right\}_{n=1}^{\infty}$ be an orthonormal basis in $L^{2}(\mathbb{R})$. Then for almost all $t \in \mathbb{R}$

$$
\|\overline{k(t, \cdot)}\|_{L^{2}(\mathbb{R})}^{2}=\sum_{n=1}^{\infty}\left|\left(\overline{k(t, \cdot)}, e_{n}(\cdot)\right)_{L^{2}(\mathbb{R})}\right|^{2}=\sum_{n=1}^{\infty}\left|\int_{-\infty}^{\infty} \overline{k(t, s) e_{n}(s)} d s\right|^{2} .
$$

Hence by Lebesgue's monotone convergence theorem,

$$
\begin{aligned}
\|k\|_{L^{2}\left(\mathbb{R}^{2}\right)}^{2} & =\|\bar{k}\|_{L^{2}\left(\mathbb{R}^{2}\right)}^{2}=\int_{-\infty}^{\infty} \sum_{n=1}^{\infty}\left|\int_{-\infty}^{\infty} \overline{k(t, s) e_{n}(s)} d s\right|^{2} d t \\
& =\sum_{n=1}^{\infty} \int_{-\infty}^{\infty}\left|\int_{-\infty}^{\infty} k(t, s) e_{n}(s) d s\right|^{2} d t .
\end{aligned}
$$

Therefore

$$
\sum_{n=1}^{\infty}\left\|K e_{n}\right\|_{L^{2}(\mathbb{R})}^{2}=\sum_{n=1}^{\infty} \int_{-\infty}^{\infty}\left|\int_{-\infty}^{\infty} k(t, s) e_{n}(s) d s\right|^{2} d t=\|k\|_{L^{2}\left(\mathbb{R}^{2}\right)}^{2}
$$

Hence $K$ is a Hilbert-Schmidt operator and $\|K\|_{B_{2}\left(L^{2}(\mathbb{R})\right)}=\|k\|_{L^{2}\left(\mathbb{R}^{2}\right)}$.

## D. 2 Nuclear Operators

Let $\left(E,\|\cdot\|_{E}\right)$ and $\left(F,\|\cdot\|_{F}\right)$ be Banach spaces.
Definition D.8. A bounded linear operator $T$ is said to be nuclear if there exist sequences $\left\{a_{j}\right\}_{j=1}^{\infty} \subset F$ and $\left\{\varphi_{j}\right\}_{j=1}^{\infty} \subset E^{\prime}$ such that $T$ has the representation

$$
T x=\sum_{j=1}^{\infty} a_{j}\left\langle x, \varphi_{j}\right\rangle
$$

for all $x \in E$ and

$$
\sum_{j=1}^{\infty}\left\|a_{j}\right\|_{F}\left\|\varphi_{j}\right\|_{E^{\prime}}<\infty
$$

Proposition D.9. A nuclear operator from $E$ to $F$ is compact.

Proof. Let $T$ be a nuclear operator from $E$ to $F$. Then there exist sequences $\left\{a_{j}\right\}_{j=1}^{\infty} \subset F$ and $\left\{\varphi_{j}\right\}_{j=1}^{\infty} \subset E^{\prime}$ such that $T$ has for all $x \in E$ the representation $T x=\sum_{j=1}^{\infty} a_{j}\left\langle x, \varphi_{j}\right\rangle$ with $\sum_{j=1}^{\infty}\left\|a_{j}\right\|_{F}\left\|\varphi_{j}\right\|_{E^{\prime}}<\infty$. Then

$$
\left\|T x-\sum_{j=1}^{n} a_{j}\left\langle x, \varphi_{j}\right\rangle\right\|_{F} \leq \sum_{j=n+1}^{\infty}\left\|a_{j}\right\|_{F}\left|\left\langle x, \varphi_{j}\right\rangle\right| \leq\|x\|_{E} \sum_{j=n+1}^{\infty}\left\|a_{j}\right\|_{F}\left\|\varphi_{j}\right\|_{E^{\prime}} \longrightarrow 0
$$

as $n \rightarrow \infty$ for all $x \in E$. Hence $T$ is the limit of finite rank operators in the operator norm. Therefore $T$ is compact.

Let $B_{1}(E, F)$ be the collection of nuclear operators from $E$ into $F$. We use the notation $B_{1}(E):=B_{1}(E, E)$. We endow $B_{1}(E, F)$ with the norm

$$
\|T\|_{B_{1}(E, F)}:=\inf \left\{\sum_{j=1}^{\infty}\left\|a_{j}\right\|_{F}\left\|\varphi_{j}\right\|_{E^{\prime}}: T x=\sum_{j=1}^{\infty} a_{j}\left\langle x, \varphi_{j}\right\rangle \text { for all } x \in E\right\}
$$

for all $T \in B_{1}(E, F)$.
Theorem D.10. Let $\left(E,\|\cdot\|_{E}\right),\left(F,\|\cdot\|_{F}\right)$ and $\left(G,\|\cdot\|_{G}\right)$ be Banach spaces and $Q \in B(G, E), R \in B(F, G)$ and $S, T \in B_{1}(E, F)$. Then
(i) $\|\alpha T\|_{B_{1}(E, F)}=|\alpha|\|T\|_{B_{1}(E, F)}$ for all $\alpha \in \mathbb{C}$,
(ii) $\|S+T\|_{B_{1}(E, F)} \leq\|S\|_{B_{1}(E, F)}+\|T\|_{B_{1}(E, F)}$,
(iii) $\|T\|_{B(E, F)} \leq\|T\|_{B_{1}(E, F)}$,
(iv) $\left\|T^{\prime}\right\|_{B_{1}\left(F^{\prime}, E^{\prime}\right)} \leq\|T\|_{B_{1}(E, F)}$,
(v) $R T$ is a nuclear operator from $E$ to $G$ and

$$
\|R T\|_{B_{1}(E, G)} \leq\|R\|_{B(F, G)}\|T\|_{B_{1}(E, F)},
$$

(vi) $T Q$ is a nuclear operator from $G$ to $F$ and

$$
\|T Q\|_{B_{1}(G, F)} \leq\|Q\|_{B(G, E)}\|T\|_{B_{1}(E, F)}
$$

Proof. The statement (i) is obvious.
(ii) Let $S, T \in B_{1}(E, F)$ and $\varepsilon>0$. Then there exist sequences $\left\{a_{j}\right\}_{j=1}^{\infty},\left\{b_{j}\right\}_{j=1}^{\infty} \subset$ $F$ and $\left\{\varphi_{j}\right\}_{j=1}^{\infty},\left\{\phi_{j}\right\}_{j=1}^{\infty} \subset E^{\prime}$ such that $S$ and $T$ have the representations $S x=$ $\sum_{j=1}^{\infty} a_{j}\left\langle x, \varphi_{j}\right\rangle$ and $T x=\sum_{j=1}^{\infty} b_{j}\left\langle x, \phi_{j}\right\rangle$ for all $x \in E$ with $\sum_{j=1}^{\infty}\left\|a_{j}\right\|_{F}\left\|\varphi_{j}\right\|_{E^{\prime}}<$ $\|S\|_{B_{1}(E, F)}+\varepsilon / 2$ and $\sum_{j=1}^{\infty}\left\|b_{j}\right\|_{F}\left\|\phi_{j}\right\|_{E^{\prime}}<\|T\|_{B_{1}(E, F)}+\varepsilon / 2$. We define the sequences $\left\{c_{j}\right\}_{j=1}^{\infty} \subset F$ and $\left\{\psi_{j}\right\}_{j=1}^{\infty} \subset E^{\prime}$ by $c_{2 j+1}:=a_{j}$ and $c_{2 j}:=b_{j}$ and $\psi_{2 j+1}:=\varphi_{j}$ and $\psi_{2 j}:=\phi_{j}$ for all $j \in \mathbb{N}$. Then $(S+T) x=\sum_{j=1}^{\infty} c_{j}\left\langle x, \psi_{j}\right\rangle$ for all $x \in E$ and

$$
\|S+T\|_{B_{1}(E, F)} \leq \sum_{j=1}^{\infty}\left\|c_{j}\right\|_{F}\left\|\psi_{j}\right\|_{E^{\prime}}<\|S\|_{B_{1}(E, F)}+\|T\|_{B_{1}(E, F)}+\varepsilon
$$

Since $\varepsilon>0$ is arbitrary, $\|S+T\|_{B_{1}(E, F)} \leq\|S\|_{B_{1}(E, F)}+\|T\|_{B_{1}(E, F)}$.
(iii) If $T$ is a nuclear operator from $E$ to $F$,

$$
\|T x\|_{F} \leq \sum_{j=1}^{\infty}\left\|a_{j}\right\|_{F}\left|\left\langle x, \varphi_{j}\right\rangle\right| \leq\|x\|_{E} \sum_{j=1}^{\infty}\left\|a_{j}\right\|_{F}\left\|\varphi_{j}\right\|_{E^{\prime}}
$$

for all representations $T x=\sum_{j=1}^{\infty} a_{j}\left\langle x, \varphi_{j}\right\rangle$ and $x \in E$. By taking the infimum over all representations we get $\|T\|_{B(E, F)} \leq\|T\|_{B_{1}(E, F)}$.
(iv) Let $T$ be a nuclear operator from $E$ to $F$ and $\varepsilon>0$. Then there exist sequences $\left\{a_{j}\right\}_{j=1}^{\infty} \subset F$ and $\left\{\varphi_{j}\right\}_{j=1}^{\infty} \subset E^{\prime}$ such that $T$ has the representation $T x=\sum_{j=1}^{\infty} a_{j}\left\langle x, \varphi_{j}\right\rangle$ for all $x \in E$ and $\sum_{j=1}^{\infty}\left\|a_{j}\right\|_{F}\left\|\varphi_{j}\right\|_{E^{\prime}}<\|T\|_{B_{1}(E, F)}+\varepsilon$. Hence for all $\phi \in F^{\prime}$

$$
\langle T x, \phi\rangle=\left\langle\sum_{j=1}^{\infty} a_{j}\left\langle x, \varphi_{j}\right\rangle, \phi\right\rangle=\sum_{j=1}^{\infty}\left\langle x, \varphi_{j}\right\rangle\left\langle a_{j}, \phi\right\rangle=\left\langle x, \sum_{j=1}^{\infty}\left\langle a_{j}, \phi\right\rangle \varphi_{j}\right\rangle=\left\langle x, T^{\prime} \phi\right\rangle
$$

Thus the Banach adjoint $T^{\prime} \in B\left(F^{\prime}, E^{\prime}\right)$ has the representation $T^{\prime} \phi=\sum_{j=1}^{\infty}\left\langle a_{j}, \phi\right\rangle \varphi_{j}$ for all $\phi \in F^{\prime}$. Since $F \subset F^{\prime \prime}$ and $\left\|a_{j}\right\|_{F^{\prime \prime}}=\left\|a_{j}\right\|_{F}$ and hence $\sum_{j=1}^{\infty}\left\|a_{j}\right\|_{F^{\prime \prime}}\left\|\varphi_{j}\right\|_{E^{\prime}}<$ $\|T\|_{B_{1}(E, F)}+\varepsilon$, the Banach adjoint $T^{\prime}$ is nuclear and $\left\|T^{\prime}\right\|_{B_{1}\left(F^{\prime}, E^{\prime}\right)}<\|T\|_{B_{1}(E, F)}+\varepsilon$. Since $\varepsilon>0$ is arbitrary, $\left\|T^{\prime}\right\|_{B_{1}\left(F^{\prime}, E^{\prime}\right)} \leq\|T\|_{B_{1}(E, F)}$.
(v) Let $R \in B(F, G)$ and $T \in B_{1}(E, F)$. Then $R T x=\sum_{j=1}^{\infty} R a_{j}\left\langle x, \varphi_{j}\right\rangle$ for all representation $T x=\sum_{j=1}^{\infty} a_{j}\left\langle x, \varphi_{j}\right\rangle$ and $x \in E$. Thus

$$
\|R T\|_{B_{1}(E, G)} \leq \sum_{j=1}^{\infty}\left\|R a_{j}\right\|_{G}\left\|\varphi_{j}\right\|_{E^{\prime}} \leq\|R\|_{B(F, G)} \sum_{j=1}^{\infty}\left\|a_{j}\right\|_{F}\left\|\varphi_{j}\right\|_{E^{\prime}}<\infty
$$

Hence $R T \in B_{1}(E, G)$. By taking the infimum over all representations of $T$ we get the claimed inequality.
(vi) Let $Q \in B(G, E)$ and $T \in B_{1}(E, F)$. Then

$$
T Q y=\sum_{j=1}^{\infty} a_{j}\left\langle Q y, \varphi_{j}\right\rangle=\sum_{j=1}^{\infty} a_{j}\left\langle y, Q^{\prime} \varphi_{j}\right\rangle
$$

for each representation $T x=\sum_{j=1}^{\infty} a_{j}\left\langle x, \varphi_{j}\right\rangle$ and $y \in G$. Thus

$$
\|T Q\|_{B_{1}(G, F)} \leq \sum_{j=1}^{\infty}\left\|a_{j}\right\|_{F}\left\|Q^{\prime} \varphi_{j}\right\|_{G^{\prime}} \leq\left\|Q^{\prime}\right\|_{B\left(E^{\prime}, G^{\prime}\right)} \sum_{j=1}^{\infty}\left\|a_{j}\right\|_{F}\left\|\varphi_{j}\right\|_{E^{\prime}}<\infty
$$

Hence $T Q \in B_{1}(G, F)$. By taking the infimum over all representations of $T$ we get the claimed inequality since $\left\|Q^{\prime}\right\|_{B\left(E^{\prime}, G^{\prime}\right)}=\|Q\|_{B(G, E)}$.

As a corollary of Theorem D. $10 B_{1}(E, F)$ is a norm space with the norm $\|\cdot\|_{B_{1}(E, F)}$. Actually, $B_{1}(E, F)$ is complete.
Theorem D.11. The space of nuclear operator from $E$ to $F$ is a Banach space.

Proof. To prove the completeness let us assume that $\left\{T_{n}\right\}_{n=1}^{\infty}$ is a Cauchy sequence in $B_{1}(E, F)$. By Theorem D. 10 the sequence $\left\{T_{n}\right\}_{n=1}^{\infty}$ is also a Cauchy sequence in $B(E, F)$. Since $B(E, F)$ is a Banach space, there exists $T \in B(E, F)$ such that $\left\|T-T_{n}\right\|_{B(E, F)} \rightarrow 0$ as $n \rightarrow \infty$. We need to prove that $T \in B_{1}(E, F)$ and $\| T-$ $T_{n} \|_{B_{1}(E, F)} \rightarrow 0$ as $n \rightarrow \infty$. We determine a monotonically increasing sequence $\left\{n_{k}\right\}_{k=1}^{\infty}$ of indices such that $\left\|T_{l}-T_{m}\right\|_{B_{1}(E, F)}<1 / 2^{k+2}$ for all $l, m \geq n_{k}$. Then for all $k \in \mathbb{N}$ there exist sequences $\left\{a_{j}^{k}\right\}_{j=1}^{\infty} \subset F$ and $\left\{\varphi_{j}^{k}\right\}_{j=1}^{\infty} \subset E^{\prime}$ such that the nuclear operator $T_{n_{k+1}}-T_{n_{k}}$ has the representation $\left(T_{n_{k+1}}-T_{n_{k}}\right) x=\sum_{j=1}^{\infty} a_{j}^{k}\left\langle x, \varphi_{j}^{k}\right\rangle$ for all $x \in E$ and $\sum_{j=1}^{\infty}\left\|a_{j}^{k}\right\|_{F}\left\|\varphi_{j}^{k}\right\|_{E^{\prime}}<1 / 2^{k+2}$. Let $k \in \mathbb{N}$. Consequently, for all $p \in \mathbb{N}$

$$
\left(T_{n_{k+p}}-T_{n_{k}}\right) x=\sum_{l=k}^{k+p-1}\left(T_{n_{l+1}}-T_{n_{l}}\right) x=\sum_{l=k}^{k+p-1} \sum_{j=1}^{\infty} a_{j}^{l}\left\langle x, \varphi_{j}^{l}\right\rangle
$$

for all $x \in E$. By taking the limit $p \rightarrow \infty$ we obtain the identity $\left(T-T_{n_{k}}\right) x=$ $\sum_{l=k}^{\infty} \sum_{j=1}^{\infty} a_{j}^{l}\left\langle x, \varphi_{j}^{l}\right\rangle$ for all $x \in E$ because the series on the right hand side converges absolutely. Since

$$
\left\|T-T_{n_{k}}\right\|_{B_{1}(E, F)} \leq \sum_{l=k}^{\infty} \sum_{j=1}^{\infty}\left\|a_{j}^{l}\right\|_{F}\left\|\varphi_{j}^{l}\right\|_{E^{\prime}} \leq \frac{1}{2^{k+1}}
$$

the operator $T-T_{n_{k}}$ is nuclear and hence is also $T$. Finally,

$$
\left\|T-T_{n}\right\|_{B_{1}(E, F)} \leq\left\|T-T_{n_{k}}\right\|_{B_{1}(E, F)}+\left\|T_{n_{k}}-T_{n}\right\|_{B_{1}(E, F)}<\frac{1}{2^{k}}
$$

for all $n \geq n_{k}$ and hence $\left\|T-T_{n}\right\|_{B_{1}(E, F)} \rightarrow 0$ as $n \rightarrow \infty$.

In separable Hilbert spaces the product of two Hilbert-Schmidt operators is nuclear.
Proposition D.12. Let $\left(U,(\cdot, \cdot)_{U}\right),\left(H,(\cdot, \cdot)_{H}\right)$ and $\left(E,(\cdot, \cdot)_{E}\right)$ be separable Hilbert spaces. If $T \in B_{2}(U, H)$ and $S \in B_{2}(H, E)$, then $S T \in B_{1}(U, E)$ and

$$
\|S T\|_{B_{1}(U, E)} \leq\|S\|_{B_{2}(H, E)}\|T\|_{B_{2}(U, H)}
$$

Proof. Let $T \in B_{2}(U, H), S \in B_{2}(H, E)$ and $\left\{f_{j}\right\}_{j=1}^{\infty}$ be an orthonormal basis in $H$. Then

$$
S T x=\sum_{j=1}^{\infty}\left(T x, f_{j}\right)_{H} S f_{j}=\sum_{j=1}^{\infty}\left(x, T^{*} f_{j}\right)_{U} S f_{j}
$$

for all $x \in U$. Thus

$$
\begin{aligned}
\|S T\|_{B_{1}(U, E)} & \leq \sum_{j=1}^{\infty}\left\|S f_{j}\right\|_{E}\left\|T^{*} f_{j}\right\|_{U} \leq\left(\sum_{j=1}^{\infty}\left\|S f_{j}\right\|_{E}^{2}\right)^{\frac{1}{2}}\left(\sum_{j=1}^{\infty}\left\|T^{*} f_{j}\right\|_{U}^{2}\right)^{\frac{1}{2}} \\
& =\|S\|_{B_{2}(H, E)}\left\|T^{*}\right\|_{B_{2}(H, U)}=\|S\|_{B_{2}(H, E)}\|T\|_{B_{2}(U, H)} .
\end{aligned}
$$

Therefore $S T \in B_{1}(U, E)$ and the claimed inequality is valid.

## D.2.1 Trace Class Operators

Let $\left(H,(\cdot, \cdot)_{H}\right)$ be a separable Hilbert space and $\left\{e_{k}\right\}_{k=1}^{\infty}$ an orthonormal basis in $H$. If $T \in B_{1}(H)$, we define the trace of $T$ by

$$
\operatorname{Tr} T:=\sum_{j=1}^{\infty}\left(T e_{j}, e_{j}\right)_{H} .
$$

Proposition D.13. If $T \in B_{1}(H)$, then $\operatorname{Tr} T$ is a well defined number independent of the orthonormal basis $\left\{e_{k}\right\}_{k=1}^{\infty}$.

Proof. Let $T$ be a nuclear operator in $H$. Then there exist sequences $\left\{a_{j}\right\}_{j=1}^{\infty} \subset H$ and $\left\{\varphi_{j}\right\}_{j=1}^{\infty} \subset H^{\prime}$ such that $T$ has the representation $T h=\sum_{j=1}^{\infty} a_{j}\left\langle h, \varphi_{j}\right\rangle$ for all $h \in H$ and $\sum_{j=1}^{\infty}\left\|a_{j}\right\|_{H}\left\|\varphi_{j}\right\|_{H^{\prime}}<\infty$. By the Riesz representation theorem for all $j \in \mathbb{N}$ there exists $b_{j} \in H$ such that $\left\langle h, \varphi_{j}\right\rangle=\left(h, b_{j}\right)_{H}$ for all $h \in H$ and $\left\|b_{j}\right\|_{H}=\left\|\varphi_{j}\right\|_{H^{\prime}}$. Thus

$$
\begin{align*}
\sum_{k=1}^{\infty}\left|\left(T e_{k}, e_{k}\right)_{H}\right| & =\sum_{k=1}^{\infty}\left|\sum_{j=1}^{\infty}\left(e_{k}, b_{j}\right)_{H}\left(a_{j}, e_{k}\right)_{H}\right| \leq \sum_{j=1}^{\infty} \sum_{k=1}^{\infty}\left|\left(e_{k}, b_{j}\right)_{H}\left(a_{j}, e_{k}\right)_{H}\right| \\
& \leq \sum_{j=1}^{\infty}\left(\sum_{k=1}^{\infty}\left|\left(a_{j}, e_{k}\right)_{H}\right|^{2}\right)^{\frac{1}{2}}\left(\sum_{k=1}^{\infty}\left|\left(e_{k}, b_{j}\right)_{H}\right|^{2}\right)^{\frac{1}{2}}  \tag{D.2}\\
& =\sum_{j=1}^{\infty}\left\|a_{j}\right\|_{H}\left\|b_{j}\right\|_{H}<\infty .
\end{align*}
$$

Hence the series $\sum_{k=1}^{\infty}\left(T e_{k}, e_{k}\right)$ converges absolutely and furthermore,

$$
\sum_{k=1}^{\infty}\left(T e_{k}, e_{k}\right)_{H}=\sum_{j=1}^{\infty} \sum_{k=1}^{\infty}\left(e_{k}, b_{j}\right)_{H}\left(a_{j}, e_{k}\right)_{H}=\sum_{j=1}^{\infty}\left(a_{j}, b_{j}\right)_{H} .
$$

Thus the definition of $\operatorname{Tr} T$ is independent of $\left\{e_{k}\right\}_{k=1}^{\infty}$.

According to Estimate (D.2),

$$
\begin{equation*}
|\operatorname{Tr} T| \leq\|T\|_{B_{1}(H)} \tag{D.3}
\end{equation*}
$$

for all $T \in B_{1}(H)$.

Proposition D.14. A non-negative self-adjoint operator $T \in B(H)$ is nuclear if and only if for an orthonormal basis $\left\{e_{j}\right\}_{j=1}^{\infty}$ in $H$

$$
\sum_{j=1}^{\infty}\left(T e_{j}, e_{j}\right)_{H}<\infty
$$

In addition, $\|T\|_{B_{1}(H)}=\operatorname{Tr} T$.

Proof. " $\Rightarrow$ " If $T$ is nuclear, then $\operatorname{Tr} T<\infty$ by Estimate (D.3).
" $\Leftarrow "$ Let $T$ be a non-negative self-adjoint operator such that $\sum_{j=1}^{\infty}\left(T e_{j}, e_{j}\right)_{H}<\infty$ for an orthonormal basis $\left\{e_{j}\right\}_{j=1}^{\infty}$ in $H$. First we show that $T$ is compact. Let $T^{1 / 2}$ denote the non-negative self-adjoint square root of $T$ [36, Theorem 13.31]. Then $T^{1 / 2} h=\sum_{j=1}^{\infty}\left(T^{1 / 2} h, e_{j}\right)_{H} e_{j}$ for all $h \in H$ and

$$
\begin{aligned}
& \left\|T^{1 / 2} h-\sum_{j=1}^{n}\left(T^{1 / 2} h, e_{j}\right)_{H} e_{j}\right\|_{H}^{2} \\
& =\sum_{j=n+1}^{\infty}\left|\left(T^{1 / 2} h, e_{j}\right)_{H}\right|^{2}=\sum_{j=n+1}^{\infty}\left|\left(h, T^{1 / 2} e_{j}\right)_{H}\right|^{2} \\
& \leq\|h\|_{H}^{2} \sum_{j=n+1}^{\infty}\left\|T^{1 / 2} e_{j}\right\|_{H}^{2}=\|h\|_{H}^{2} \sum_{j=n+1}^{\infty}\left(T e_{j}, e_{j}\right)_{H} \longrightarrow 0
\end{aligned}
$$

as $n \rightarrow \infty$ for all $h \in H$. Hence the operator $T^{1 / 2}$ is the limit of finite rank operators in the operator norm. Therefore $T^{1 / 2}$ is compact and $T=T^{1 / 2} T^{1 / 2}$ is a compact operator as well.

Let $\left\{f_{k}\right\}_{k=1}^{\infty}$ be the sequence of all normalized eigenvectors of $T$ and $\left\{\lambda_{k}\right\}_{k=1}^{\infty}$ the corresponding sequence of eigenvalues. Then $T h=\sum_{k=1}^{\infty} \lambda_{k}\left(h, f_{k}\right)_{H} f_{k}$ for all $h \in H$ since $T$ is a compact self-adjoint operator [14, Theorem 5.1, pp. 113-115]. Thus

$$
\sum_{j=1}^{\infty}\left(T e_{j}, e_{j}\right)_{H}=\sum_{j=1}^{\infty} \sum_{k=1}^{\infty} \lambda_{k}\left|\left(e_{j}, f_{k}\right)_{H}\right|^{2}=\sum_{k=1}^{\infty} \lambda_{k}\left\|f_{k}\right\|_{H}^{2}=\sum_{k=1}^{\infty} \lambda_{k}
$$

Hence

$$
\sum_{k=1}^{\infty}\left\|\lambda_{k} f_{k}\right\|_{H}\left\|f_{k}\right\|_{H}=\sum_{k=1}^{\infty} \lambda_{k}<\infty
$$

and therefore $T$ is nuclear. Furthermore, $\operatorname{Tr} T=\sum_{k=1}^{\infty} \lambda_{k}$. Since $\|T\|_{B_{1}(H)} \leq$ $\sum_{k=1}^{\infty} \lambda_{k}$ and $|\operatorname{Tr} T| \leq\|T\|_{B_{1}(H)}$, we have $\|T\|_{B_{1}(H)}=\operatorname{Tr} T$.

Let $T \in B(H)$. Then $T^{*} T$ is a positive self-adjoint operator in $H$. Thus there exists positive self-adjoint $R \in B(H)$ such that $R^{2}=T^{*} T$ and $\|R x\|_{H}=\|T x\|_{H}$ for all $x \in H$ [36, Theorem 12.34]. We define the operator $U: \mathcal{R}(R) \rightarrow \mathcal{R}(T)$ by $U x:=T y$ where $x=R y$. Then $U R x=T x$ for all $x \in H$ since $\operatorname{Ker}(R)=\operatorname{Ker}(T)$. Thus

$$
\|U R x\|_{H}=\|T x\|_{H}=\|R x\|_{H}
$$

for all $x \in H$. Hence $U$ is an isometry from $\mathcal{R}(R)$ to $\mathcal{R}(T)$. Therefore $U$ has a continuous extension to a linear isometry from the closure of $\mathcal{R}(R)$ to the closure of $\mathcal{R}(T)$. Additionally, we define $U x=0$ for all $x \in \mathcal{R}(R)^{\perp}$. Hence $U \in B(H)$ and $\|U\|_{B(H)}=1$. The operators $R$ and $U$ are called the polar decomposition of $T$.

Theorem D.15. A bounded linear operator $T: H \rightarrow H$ is nuclear if and only if

$$
\sum_{k=1}^{\infty} \lambda_{k}<\infty
$$

where $\left\{\lambda_{k}\right\}_{k=1}^{\infty}$ are the eigenvalues of $\left(T^{*} T\right)^{1 / 2}$.

Proof. We denote $R:=\left(T^{*} T\right)^{1 / 2}$.
" $\Leftarrow$ " Let us assume that $\sum_{k=1}^{\infty} \lambda_{k}<\infty$ where $\left\{\lambda_{k}\right\}_{k=1}^{\infty}$ are the eigenvalues of $R$. Since $R$ is a non-negative self-adjoint operator in $H$ and $\operatorname{Tr} R=\sum_{k=1}^{\infty} \lambda_{k}<\infty$, by Proposition D. 14 the operator $R$ is nuclear and $\|R\|_{B_{1}(H)}=\operatorname{Tr} R$. There exists $U \in B(H)$ such that $U R x=T x$ for all $x \in H$ and $\|U\|_{B(H)}=1$. Thus by Theorem D. 10 the operator $T$ is nuclear and

$$
\|T\|_{B_{1}(H)} \leq\|U\|_{B(H)}\|R\|_{B_{1}(H)}=\operatorname{Tr} R=\sum_{k=1}^{\infty} \lambda_{k}
$$

$" \Rightarrow$ " Let $T \in B_{1}(H)$. Since $T=U R$ and $U$ is an isometry from the closure of $\mathcal{R}(R)$ to the closure of $\mathcal{R}(T)$, there exists the bounded linear inverse of $U$ from the closure of $\mathcal{R}(T)$ to the closure of $\mathcal{R}(R)$. We define $V x=U^{-1} x$ for all $x \in \overline{\mathcal{R}(T)}$. Then $V$ is an isometry from the closure of $\mathcal{R}(T)$ to the closure of $\mathcal{R}(R)$. Additionally, we define $V x=0$ for all $x \in \mathcal{R}(T)^{\perp}$. Then $V \in B(H)$ and $\|V\|_{B(H)}=1$. Furthermore, $V T x=R x$ for all $x \in H$ since $\operatorname{Ker}(T)=\operatorname{Ker}(R)$. Thus by Theorem D. 10 the operator $R$ is nuclear and

$$
\|R\|_{B_{1}(H)} \leq\|V\|_{B(H)}\|T\|_{B_{1}(H)}=\|T\|_{B_{1}(H)}
$$

Hence $\operatorname{Tr} R=\sum_{k=1}^{\infty} \lambda_{k}<\infty$ by Proposition D.14.
Corollary D.16. Let $T \in B_{1}(H)$. Then

$$
\|T\|_{B_{1}(H)}=\operatorname{Tr}\left(T^{*} T\right)^{1 / 2}=\sum_{k=1}^{\infty} \lambda_{k}
$$

where $\left\{\lambda_{k}\right\}_{k=1}^{\infty}$ are the eigenvalues of $\left(T^{*} T\right)^{1 / 2}$.

By Theorem D. 15 and Corollary D. 16 it is justified that the nuclear operators in $H$ are also called trace class operators.
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