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Introduction
In this article, I am introducing sheaf theory and the cohomology of sheaves in the
context of algebraic geometry with the motivation of proving the Riemann-Roch
theorem, which is one of the fundamental results in algebraic geometry and which
we shall apply to classify algebraic curves. This text is aimed at undergraduate
students with basic knowledge of varieties.

Sheaves are formed by attaching algebraic data to local patches of a space. We
usually associate data about rational functions, and the Riemann-Roch theorem will
give global information about certain types of functions on a space. I will use the
theorem to show the existence of a globally defined function on a curve X of genus
0, which defines an isomorphism with the projective line. Thus, we get a complete
classification of curves of genus 0. One can use the Riemann-Roch theorem to classify
curves of higher genera as well.

The main ingredient in the proof of the Riemann-Roch theorem is Serre Duality,
which is a more general result. The proof will again be cohomological and is usually
rather abstract. However, I will approach the proof by giving concrete interpretations
of the cohomology groups by following Serre’s exposition [Ser12].

The reader is assumed to know basic algebraic geometry. An excellent introduc-
tion to the topic is [Rei88], and a good set of lecture notes which goes beyond the
basics is [Gat02]. I will use the language of discrete valuation rings, which is not
explained in this paper. See [Ful08] for an introduction to this topic. Having famil-
iarity with exact sequences is desirable. Throughout the paper, I will also try to
point out category theoretical contexts of the concepts discussed. However, it is not
necessary to know any category theory to understand this paper, and I will always
place a warning for people who are not fond of abstract nonsense.
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1 Sheaves
The central objects of study in this paper are sheaves. At first glance sheaves might
seem complicated and abstract, but in fact they are inherently geometric objects.
Hence, I will not start with the definition of sheaves, but instead I begin by discussing
fibre bundles, which are more concrete objects that appear throughout geometry.
This discussion should give a good motivation for the definition of sheaves and also
help build geometric intuition right away.

1.1 Motivation: fibre bundles
The idea of a fibre bundle is to attach some space, called a fibre F , to every point
of some topological space B, which will be called the base space [Hat01]. When we
attach the fibres to the points of B, we should get a topological space E called the
total space. More formally, a fibre bundle consists of two spaces E and B and a
continuous surjection (henceforth a projection) π : E → B, where the fibres π−1(b)

of the projection are homeomorphic to some fixed fibre space F . We require in
addition that one can find an open neighbourhood U for every point of B and a
homeomorphism h : π−1(U) → U × F such that the following diagram commutes.

π−1(U) U × F

U

π proj1

h

Thus, when we attach the fibres to points of B, they should be gathered so that
the total space looks locally like a product space.

Let us look at some examples. Suppose the base space is the circle S1 and the
fibre space is the interval (−1, 1), which is topologically speaking a line. An example
of such a line bundle is the cylinder. The cylinder is a trivial bundle, because the
total space can be written as a product: S1 × (−1, 1). An example of a non-trivial
line bundle over S1 is the Möbius strip.
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Figure 1: The two line bundles over S1.

Similarly, we can consider circle bundles over S1. A trivial circle bundle over S1

is the torus and a non-trivial example is given by the Klein bottle. An important
example showing up in differential and algebraic geometry is the concept of the
tangent bundle, where the fibres are the tangent spaces at the points of the base
space. Consider for example the sphere S2, which is a 2-dimensional manifold. Then
the fibres of the tangent bundle of S2 are the planes tangent to the sphere.

The things we are usually the most interested in are the sections of a given fibre
bundle. A section s of a fibre bundle π : E → B is a continuous map s : B → E such
that ∀b ∈ B, π(s(b)) = b. This condition ensures that s maps every point of the base
space to the corresponding fibre. A useful analogy is to think of a river, which can be
represented by a curve C on the Euclidean plane. One could measure the temperature
of the river at different points and get a temperature reading in R+ (assuming the

Figure 2: A section of the
tangent bundle on S1.

measurement is taken in Kelvins). If one were to col-
lect the temperature readings across all points of C, one
would get a section of the R+-bundle over the river C.
Thus, if fibre bundles are a way of attaching data to
points of a space, then sections of a fibre bundle are con-
tinuous collections of data over the base space. Other in-
teresting classes of examples of sections are vector fields
and differential forms, which are sections of the tangent
bundle and the cotangent bundle respectively. These are
central objects of study in geometry.

We often like to consider sections s|U : U → E on
some open set U ⊆ B. These have the following property.
Given two sections s1 : U1 → E and s2 : U2 → E, we
can glue the two sections provided the sections agree on
U1 ∩ U2 to get a section s : U1 ∪ U2 → E. Then, one can
piece together larger sections from smaller sections. This ability to define sections
locally is very useful.
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1.2 Defining sheaves
To summarise, fibre bundles are a way of attaching geometric data to points of a
given space, and one can consider sections over the fibre bundle, which can be glued
from small patches. We wish to extend the notion of a fibre bundle, because the re-
quirement that the fibres must be topological spaces which form another topological
space when bundled together is more strict than we want.

The notion of a fibre bundle is extended by the notion of a sheaf. Since taking
sections is really the interesting part of fibre bundles, the definition of a sheaf will
not be built with fibres and projection maps but with sections. For the rest of this
section, I use [Gat02] as my main source for sheaf theoretic results. Next I will
state the formal definition of a pre-sheaf. Pay attention to the properties that are
motivated by fibre bundles.

Definition 1.1. A pre-sheaf F of sets on a topological space X associates to each
open set U ⊆ X a set F (U), which is called the set of sections over U . For every
pair of nested open sets V ⊆ U , one defines a function resUV : F (U) → F (V ), called
the restriction function, such that resUU = idU and for every triple W ⊆ V ⊆ U , we
have resVW ◦ resUV = resUW . For s ∈ F (U), one usually writes s|V for resUV (s). Also,
the set F (X) of global sections is denoted by Γ(F ).

One can also define pre-sheaves of rings, for example, where the sets F (U) are
rings and the restriction functions are ring homomorphisms.

Note that pre-sheaves generalise the concept of taking sections on a topological
space, but this definition doesn’t capture the important property that sections should
be able to be glued if they agree on the intersection. Thus, sheaves are defined in
the following way.

Definition 1.2. A pre-sheaf F is a sheaf if the following property holds. Suppose
U ⊆ X is an open set with an open cover (Ui)i∈I . If si ∈ F (Ui) are sections such
that si|Ui∩Uj = sj|Ui∩Uj for all pairs i and j, then there is a unique section s ∈ F (U)

such that ∀i ∈ I, s|Ui = si.

Abstract nonsense ahead

Category theoretically speaking, a pre-sheaf F of sets is simply a functor
F : Op(X)op → Set, where Op(X) is the posetal category of open sets of
X. Moreover, a pre-sheaf of rings is a functor F : Op(X)op → Ring, and in
general, a C -valued pre-sheaf is a functor F : Op(X)op → C , where we define
F (Ø) to be the final object of C [Vak17]. If C has limits, we can also express
the sheaf axiom category theoretically [MLM92]. Namely, F is a sheaf if for
every open set U of X and an open cover Ui of U the following diagram is an
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equaliser diagram.

F (U)
∏
i

F (Ui)
∏
i,j

F (Ui ∩ Uj) , (1)

where the first map is the product of the restrictions resUUi and the pair of
maps are products of the restrictions resUiUi∩Uj and resUjUi∩Uj respectively.

Now would be a good time to list some important examples of sheaves.

1. Any fibre bundle π : E → B defines a sheaf by

E (U) = { s : U → E | s a section of π } .

2. Every affine variety X carries the structure sheaf OX defined by

OX(U) = { f ∈ k(X) | f regular on U } .

3. Let A be a group and P ∈ X a point. The skyscraper sheaf AP is defined by

AP (U) =

A, P ∈ U

0, P 6∈ U

4. Suppose X is any topological space and V ⊆ X is an open subset. If F is a
sheaf on X, then we can restrict it to a sheaf F |V on V by defining

F |V (U) = F (U ∩ V ).

5. If f : X → Y is a continuous map of topological spaces and F is a sheaf on X,
then we can construct the so-called pushforward sheaf f∗F on Y by defining

f∗F (U) = F (f−1(U)).

Abstract nonsense ahead

Let X be a topological space and ι : V ↪→ X an open subset. The assignments

ι∗ : Sh(V ) → Sh(X) and (−)|V : Sh(X) → Sh(V ) : F 7→ F |V

are functorial and define an adjoint pair ι∗ a (−)V .
More generally, one can define the pullback f ∗F of a sheaf F for any contin-
uous map f : X → Y , which is the left adjoint to the pushforward f∗.
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1.3 Stalks and sheafification
Now I will introduce two important constructions: stalks, which give a zoomed-in
picture of a sheaf, and sheafification, which turns pre-sheaves into sheaves.

Suppose F is a pre-sheaf on some space X. We would like to understand, what
the structure of F is at some point P by associating to the point a set FP that
describes this structure. Since the only information specifying a pre-sheaf are the
sections, we could define FP to be the set of sections over open sets containing P .
However, this is most often an unimaginably large a set. Thus, we say that FP is
the set of equivalence classes of such sections, where two sections are equivalent if
they agree on some sufficiently small open neighbourhood of P . More formally:

Definition 1.3. Given a pre-sheaf F on X and a point P ∈ X, the stalk FP at P
is defined as the set

FP = { (s, U) | U ⊆ X open, P ∈ U, s ∈ F (U) } / ∼,

where two pairs (s1, U1) and (s2, U2) are equivalent if there is an open set V ⊆ U1, U2

containing P such that
s1|V = s2|V .

The equivalence class of a pair (s, U) is called the germ of s at P . Given a section
s ∈ F (U), its germ at P is usually denoted by sP .

Abstract nonsense ahead

The stalks can be written as the direct limit

FP = lim−→
U3P

F (U).

Next I will do an example computation with stalks, which will be useful later.

Proposition 1.4. Let X be a variety. The stalk OX,P of OX at some point P ∈ X

is given by

OX,P =

{
f

g
∈ k(X) | f, g ∈ k[X], g(P ) 6= 0

}
.

Proof. I will prove the two inclusions separately.

⊆
)

Let [(ϕ,U)] ∈ OX,P . Since P ∈ U and ϕ ∈ O(U), ϕmust be regular at P . Thus,
ϕ has a representation f

g
as a rational function around P , where g(P ) 6= 0.

Moreover, if [(ϕ1, U1)] = [(ϕ2, U2)], then there is an open set V ⊆ U1, U2

such that ϕ1|V = ϕ2|V . Therefore, ϕ1 and ϕ2 can be represented by the same
rational function around P .

⊇
)

Now suppose f
g
∈ k(X) with g(P ) 6= 0. Then, there is an open neighbourhood

U of P where g is non-zero. Clearly, (f
g
, U) defines a germ in OX,P .
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The stalks of a sheaf are analogous to the fibres of a fibre bundle. Just as a
section of a fibre bundle takes values in the fibres, a section of a sheaf takes values
in the stalks.

Note however that while a stalk at P
contains all the data “above” P just as
a fibre at P does, stalks are larger, be-
cause they also contain local informa-
tion around P . One can find two sec-
tions with equal values at P , but which
have different germs at P .

Next, we will study properties of germs that leads to the construction of the
sheafification of a pre-sheaf. Fix a sheaf F on some space X and choose a section
s ∈ F (U) on some open set U ⊆ X. Then, consider the totality of germs of s over
U , namely the collection (sP )P∈U with sP ∈ FP . Since F is a sheaf, it turns out
that one can recover the section s from the germs: Each germ sP has a representative
(s|UP , UP ). The set U is covered by the UP and since the s|UP are restrictions of the
common section s onto the sets UP , one can use the sheaf axiom to glue the sections
s|UP together and obtain a section on U which must be equal to s by uniqueness.
Generalising this observation, one can write the sections of a sheaf as a collection of
germs:

Lemma 1.5. Given a sheaf F on a space X, one can write

F (U) =
{
(sP )P∈U

∣∣∣ sP ∈ FP such that

∀P ∈ U ∃UP ⊆ U an open neighbourhood of P

∃r ∈ F (UP )∀Q ∈ UP , rQ = sQ
}

for every open set U ⊆ X

This statement may seem bewildering at first, but note that the important part
in the above observation was that when we fixed a point P , there was an open set
UP where all the germs sQ for Q ∈ UP agreed with some section s|UP on UP . We
want to ensure that this is the case with the collection (sP )P∈X of the proposition
so that we can glue the germs in the same way as above. This statement will be
essential for building theory, but it is also useful for manipulating sheaves in practise
and I will routinely represent sections of sheaves as collections of germs. Therefore,
make sure you understand the statement and the proof completely.

Proof. I will again break up the proof into cases.
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⊆
)

Suppose s ∈ F (U) is a section on U . Fix an arbitrary point P ∈ U and choose
a representative (s|UP , UP ) of the germ sP of s. If one takes r = s|UP ∈ F (UP ),
then it follows immediately that

∀Q ∈ UP , rQ = sQ.

⊇
)

Now, suppose (sP )P∈U is a collection of germs in the RHS set. Then, U is
covered by the sets UP associated to each germ sP . Now, fix two points P1, P2 ∈
U , and consider the associated sections r1 ∈ F (UP1) and r2 ∈ F (UP2). It is
clearly the case that r1|UP1∩UP2

= r2|UP1∩UP2
, because of the germs of r1 and

r2 are related through the germs sP on UP1 ∩ UP2 . Therefore, we can take all
the sections rP ∈ F (UP ) associated to the germs sP and glue them together
to obtain a section s on U . The germs of this section are clearly the germs sP .

Now, since one can take stalks of pre-sheaves too, one might try this construction
on a pre-sheaf. If F ′ is a pre-sheaf on some spaceX, one can define another pre-sheaf
F on X by

F (U) =
{
(sP )P∈U

∣∣∣ sP ∈ F ′
P such that

∀P ∈ U ∃UP ⊆ U an open neighbourhood of P

∃r ∈ F ′(UP )∀Q ∈ UP , rQ = sQ
}
.

Now, I leave it as an exercise for the reader to check that F is in fact a sheaf. Thus,
one can associate a sheaf to every pre-sheaf using this construction, which is called
sheafification.

Remark. Note that Lemma 1.5 is saying that sheafifying a sheaf does not do any-
thing. One might also notice that this construction preserves the stalks of F ′, in
other words, F ′

P = FP for every P ∈ X. This is true, because every element (s, U)
of F ′

P can be associated to the element (sQ)Q∈U of F (U), which in turn has a stalk
at P in FP and an element ((sQ)Q∈U , U) of FP can be associated to sP ∈ F ′

P .

Abstract nonsense ahead

The sheafification functor PSh(X) → Sh(X) from the category of pre-sheaves
on X to the category of sheaves on X is the left adjoint to the forgetful
functor Sh(X) → PSh(X) [Vak17]. In particular, there is a universal property
defining the sheafification of a pre-sheaf.

A typical example illustrating sheafification is to consider the constant pre-sheaf
and its sheafification. The constant pre-sheaf F ′ on a space X is defined as follows

F ′(U) = { c : U → R | c a constant function } .
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One can see that this is not a sheaf: take any two disjoint open sets U1, U2 ⊆ X and
two constant functions c1 : U1 → R and c2 : U2 → R with different values. Then, the
two sections don’t glue to form a constant function on U1 ∪ U2 (all of this assumes
that X is a space with at least one pair of disjoint open sets). The sheafification
F of F ′ is given by sections (cP )P∈U . By the definition of sheafification, there is
for every P ∈ U an open neighbourhood UP ⊆ U of P and a constant function
d : UP → R such that ∀Q ∈ UP , cQ = dQ. Hence, the restriction of (cQ)Q∈U to UP
can be identified with the constant function d. Therefore, the sheafification of the
constant pre-sheaf consists of locally constant functions. In general, given a set A,
the constant sheaf A is defined as the sheafification of the constant pre-sheaf with
values in A.

1.4 Ringed spaces and algebraic varieties
Now that we have some feel for sheaves, I will briefly go over the construction of
abstract algebraic varieties, which are built with the help of sheaves. Whenever I
mention varieties, I refer to spaces that are defined as in this subsection. The precise
details of the construction are not essential for the present article, and the reader
should consult [Gat02] for a more detailed discussion.

In geometry, one is not only interested in the points of the space, but also in
the functions on the space. Thus, I will extend the notion of a topological space by
attaching the data of the functions on the space.

Definition 1.6. A ringed space is a pair (X,OX) consisting of a topological space
X and a sheaf of rings OX called the structure sheaf of X.

Next, I will define morphisms between ringed spaces [Gat02].

Definition 1.7. Suppose (X,OX) and (Y,OY ) are two ringed spaces with structure
sheaves consisting of k-valued functions for some field k. Then a morphism from
(X,OX) to (Y,OY ) is a (set-theoretic) continuous map f : X → Y such that

∀U ⊆ Y open, f ∗OY (U) ⊆ OX(f
−1(U)), (2)

where f ∗g = g ◦ f for g ∈ OY (U).

To understand the condition in (2), it helps to look at the following commutative
diagram.

X Y

k
f∗g g

f

The condition requires that functions g ∈ OY (U) “pull back” to functions in
OX(f

−1(U)) along the map f : X → Y . As usual, one can define isomorphisms
of ringed spaces as morphisms f : (X,OX) → (Y,OY ) such that there is a morphism
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g : (Y,OY ) → (X,OX) with f ◦ g = g ◦ f = id. Next I will define what it means for
a ringed space to be an affine variety.

Definition 1.8 ([Gat02, Def. 2.3.15]). A ringed space (X,OX) is an affine variety
if

• X is an irreducible space,

• OX is a sheaf of k-valued functions,

• There is an irreducible algebraic set Y ⊆ An such that (X,OX) ∼= (Y,OY ).

Note that such ringed spaces are not always zero sets of some polynomials; See
for example [Gat02, Lemma 2.3.16].

Now that I have defined what it means for a ringed space to be an affine variety,
I will form varieties by “gluing” together open affine varieties in the same way as
manifolds are glued from open subsets of the Euclidean space.

Definition 1.9 ([Gat02, Def. 2.4.1]). A ringed space (X,OX) is a pre-variety if

• X is an irreducible space,

• OX is a sheaf of k-valued functions,

• X can be covered with finitely many open sets Ui such that each (Ui,OX |Ui)
is an affine variety.

The reason why we do not call these spaces varieties is because the definition
allows the construction of some pathological spaces such as the line with two origins,
see [Gat02]. To avoid such spaces, we add one more condition in the final definition
of a variety.

Definition 1.10 ([Gat02, Def. 2.5.1]). A pre-variety X is a variety, if for every
pre-variety Y and any pair of morphisms f1, f2 : Y → X, the set

{P ∈ Y | f1(P ) = f2(P ) }

is closed in Y .

The following lemma will be needed later.

Lemma 1.11 ([Vak17, Prop. 10.1.8]). Suppose X is a variety and U, V ⊆ X are
two open affine subsets. Then, the intersection U ∩ V is an open affine subset of X.

Proof. Since the intersection of two open sets is open by definition, we need to only
check that the intersection is affine. Recall that the product of two affine varieties
is an affine variety, and consider the projection maps πU : U × V → U and πV :

U × V → V . Also, denote by ιU : U → X and ιV : V → X the inclusion maps.
Then, we can see that

U ∩ V = { P ∈ U × V | (ιU ◦ πU)(P ) = (ιV ◦ πV )(P ) } ,

which is closed, since X is a variety. Therefore, the intersection is a closed subset of
an affine variety.
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1.5 Algebraic constructions with sheaves
The aim of this subsection is to define algebraic constructions for sheaves so that
we can study them using the tools of homological algebra. First I need to define
morphisms between pre-sheaves.

Definition 1.12. Suppose F and G are pre-sheaves of sets or rings on some space
X. Then, a morphism α : F → G consists of set functions or ring homomorphisms
αU : F (U) → G (U) which commute with restriction maps. That is, the following
diagrams commute.

F (U) F (V )

G (U) G (V )

resU
V

αU αV

resU
V

Morphisms between sheaves are defined exactly the same way.

One might ask, why this should be the right definition. The reason is that this
type of morphism preserves the structure of the sheaf. Compare this with group
homomorphisms. Firstly, a group homomorhism ϕ : G → H associates to every
element of G a corresponding element in H. In the same way a sheaf morphism α

must associate to every section s ∈ F (U) a corresponding section αU(s) ∈ G (U)

of G . Secondly, if three elements of the group are related by the group structure
so that a · b = c, then the homomorphism should respect this structure so that
ϕ(a) · ϕ(b) = ϕ(c). Similarly, the sheaf morphism α should respect the structure of
the sheaves given by the restriction maps: if s|V = r, then α(s)|V = α(r).

Abstract nonsense ahead

As one can immediately see, morphisms of pre-sheaves and sheaves are simply
natural transformations of contravariant functors.

In order to proceed to define algebraic constructions on sheaves, I must restrict
to some class of sheaves with an algebraic structure. The class usually considered in
algebraic geometry is the class of sheaves of OX-modules on a ringed space (X,OX).

Definition 1.13. Given a ringed space (X,OX), a sheaf F on X is a sheaf of
OX-modules, if the sets F (U) are OX(U)-modules and the restriction maps satisfy
the following condition. Suppose V ⊆ U ⊆ X are open and s, s1, s2 ∈ F (U) are
sections. Then,

(s1 + s2)|V = s1|V + s2|V and (λs)|V = λ|V · s|V

for all λ ∈ OX(U).

I can now define the usual algebraic operations for sheaves of OX-modules.
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Definition 1.14. Suppose F1 and F2 are sheaves of OX-modules and f : F1 → F2

is a morphism of sheaves. Then the sheaves ker f , coker f ,im f , F1 ⊕F2, F1 ⊗F2,
and F∨

1 are defined as the sheafifications of the corresponding pre-sheaves given by
the following:

1. (ker′ f)(U) = ker(fU : F1(U) → F2(U))

2. (coker′ f)(U) = coker(fU : F1(U) → F2(U))

3. (im′ f)(U) = im(fU : F1(U) → F2(U))

4. (F1 ⊕′ F2)(U) = F1(U)⊕ F2(U)

5. (F1 ⊗′ F2)(U) = F1(U)⊗OX(U) F2(U)

6. F∨′
1 (U) = HomOX(U)(F1(U),OX(U))

One can actually check that the pre-sheaves ker′ f and F1 ⊕′ F2 are in fact
already sheaves, so sheafification doesn’t change the definition. We also have the
following usual definitions.

Definition 1.15.

1. A morphism f : F1 → F2 of sheaves of OX-modules is injective if ker f = 0

and surjective if coker f = 0.

2. If f is injective, we write F2/F1 for the cokernel.

3. A sequence

· · · Fi−1 Fi Fi+1 · · ·

of sheaves of OX-modules is exact if

ker(Fi → Fi+1) = im(Fi−1 → Fi), ∀i.

Abstract nonsense ahead

One can show that the category OX-Mod of sheaves of OX-modules is an
abelian category, which means that it is a perfect setting for homological al-
gebra (see [Vak17]).
Furthermore, note that equaliser diagrams in abelian categories can be ex-
pressed in terms of exact sequences. Therefore, the sheaf axiom in (1) can be
expressed as the exact sequence

0 F (U)
⊕
i

F (Ui)
⊕
i,j

F (Ui ∩ Uj)
res

Uj
Ui∩Uj

−resUi
Ui∩Uj (3)

in the category OX-Mod [MLM92].
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Next I will show that the exactness of sequences of sheaves is a local property.
To see this, one should first note that a morphism f : F1 → F2 of sheaves of
OX-modules induces an OX,P -module homomorphism

fP : (F1)P → (F2)P : [(s, U)] 7→ [(fU(s), U)]

on the stalks. Then one can show the following theorem.

Theorem 1.16 ([Gat21, Lemma 13.21]). A sequence

· · · Fi−1 Fi Fi+1 · · ·fi−2 fi−1 fi fi+1

of sheaves of OX-modules is exact if and only if the induced sequences

· · · (Fi−1)P (Fi)P (Fi+1)P · · ·
(fi−2)P (fi−1)P (fi)P (fi+1)P

on the stalks are all exact.

Proof. I will prove the two directions of the equivalence separately.

=⇒
)
The exactness of the first sequence implies that ker(fi) = im(fi−1). Thus
(ker(fi))P = (im(fi−1))P , and so

[(s, U)] ∈ ker ((fi)P ) ⇐⇒ ∃V ⊆ U, s|V ∈ ker′(fi)(V )

⇐⇒ [(s|V , V )] ∈ (ker(fi))P
⇐⇒ [(s|V , V )] ∈ (im(fi−1))P

⇐⇒ ∃V ⊆ U, s|V ∈ im′(fi−1)(V )

⇐⇒ [(s, U)] ∈ im ((fi−1)P ) .

Therefore, ker ((fi)P ) = im ((fi−1)P )

⇐=
)
Choose an arbitrary open set U ⊆ X. Then,

s ∈ ker(fi)(U) ⇐⇒ ∀P ∈ U, sP ∈ ker ((fi)P )
⇐⇒ ∀P ∈ U, sP ∈ im ((fi−1)P )

⇐⇒ s ∈ im(fi−1)(U).

In the first and the last equivalence one uses Lemma 1.5 to break the section s
into its germs and piece them back together. Thus, ker(fi)(U) = im(fi−1)(U)

for all open sets U ⊆ X, which implies that the sheaves are equal.

One can prove the following results as an immediate corollary.
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Corollary 1.16.1. Suppose f : F → G is a morphism of sheaves of OX-modules,
and let fP : FP → GP be the induced homomorphism. Then,

1. f is an injection iff fP is an injection,

2. f is a surjection iff fP is a surjection,

3. f is an isomorphism iff fP is an isomorphism.

1.5.1 Quasi-coherent sheaves

In algebraic geometry, one further restricts attention to a certain class of sheaves
of OX-modules called quasi-coherent sheaves. Indeed, most sheaves that algebraic
geometers are interested in belong to this class. The definition is algebraic and makes
more sense in the framework of scheme theory, but we can state it in elementary
terms now. The reason we introduce quasi-coherent sheaves is that Lemma 1.20
below is what makes our definition of Čech cohomology work (Subsection 2.4).

Definition 1.17. Suppose X is an affine variety and M is a module over the co-
ordinate ring OX(X). Then, the sheaf M̃ associated to the module M is defined as
follows.

M̃(U) =
{
(ϕP )P∈U

∣∣∣ϕP ∈MmP such that

∀P ∈ U ∃UP ⊆ U an open neighbourhood of P

∃m ∈M ∃g ∈ OX(X)∀Q ∈ UP , ϕQ =
m

g

}
,

where MmP is the localisation of M at the maximal ideal mP of the point P .

Quasi-coherent sheaves are then constructed from such sheaves.

Definition 1.18. A sheaf F of OX-modules is quasi-coherent, if for every affine
open set U ⊆ X, the sheaf F |U is a sheaf associated to some module M over the
coordinate ring OX(U).

Remark. To check quasi-coherence, it is enough to have an affine cover (Ui)i∈I ,
where F |Ui is of the form M̃ for all i ∈ I, see [Gat02].

Remark. The constructions in Def. 1.14 preserve quasi-coherence. I refer the reader
to [Gat02].

Example 1.19. The structure sheaf OX of a variety X is always quasi-coherent
with OX = M̃ , where M = OX(X).

Here are two basic properties satisfied by the construction.

Lemma 1.20. If M̃ is the sheaf on an affine variety X associated to the module M
over OX(X), then

16



(a) ∀P ∈ X,
(
M̃
)
P
=MmP , and

(b) Γ
(
M̃
)
=M .

Proof. The proof of part (a) is basically the same as the proof of Prop. 1.4. Thus,
I will only prove part (b) using ideas from the proof of [Gat21, Proposition 3.8].
Note that M ⊆ Γ

(
M̃
)
holds trivially, and thus I only need to show Γ

(
M̃
)
⊆ M .

Begin by fixing an element ϕ ∈ Γ
(
M̃
)
. At a point P ∈ X, the section is represented

by ϕP = mP/gP , where mP ∈ M and gP ∈ OX(X). Furthermore, ϕ has this
representation on an open neighbourhood UP .

Note first that the representations of ϕ at any two points P,Q ∈ X agree on
the intersection UP ∩UQ. Since X is an irreducible topological space, its non-empty
open subsets are dense. Therefore, the intersection UP ∩ UQ is non-empty, and we
have that

gQmP = gPmQ

for every pair of points P,Q ∈ X.
Now, since ϕP ∈MmP , we may assume gP (P ) 6= 0 for every P ∈ X. In particular,

P 6∈ V (gP ). This implies that ⋂
P∈X

V (gP ) = ∅.

By the Nullstellensatz,
√
(gP | P ∈ X) = (1), and therefore there are kP ∈ OX(X)

such that
1 =

∑
P∈I

kPgP ,

where I is some finite subset of X. If we set

m =
∑
P∈I

kPmP ,

I claim that we can write ϕ = m on the whole of X. Indeed, at a point Q, we have

ϕQ =
mQ

gQ
=

∑
P∈I kPgP ·mQ

gQ
=

∑
P∈I kPgQmP

gQ
=
∑
P∈I

kPmP = m.

Therefore, we can conclude that ϕ ∈M .

Quasi-coherent sheaves have the following nice property, which plays a major
role in the following section.

Proposition 1.21 ([Gat02, Lemma 7.2.7]). Given an affine variety X and a short
exact sequence

0 M̃1 M̃2 M̃3 0

of quasi-coherent sheaves on X, the induced sequence

0 Γ(M̃1) Γ(M̃2) Γ(M̃3) 0

is exact.

17



Proof. By Lemma 1.20(b), I need to check the exactness of the sequence

0 M1 M2 M3 0 .

By a result in commutative algebra, this sequence is exact if the sequences

0 (M1)m (M2)m (M3)m 0

are exact for all maximal ideals m of k[X] (see Proposition 6.27 of [Gat13]). Fi-
nally, combining Thm. 1.16 with Lemma 1.20(a), we see that the sequences of the
localisations are exact.

Abstract nonsense ahead

If X is affine with a coordinate ring R = OX(X), then the functors

QCoh(X) → R-Mod : F 7→ Γ (F )

and
R-Mod → QCoh(X) :M 7→ M̃

define quasi-inverse equivalences of categories [Sta23, Tag 01IB].
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2 Sheaf cohomology
Studying sheaves using homological algebra turns out to be surprisingly useful in
many situations. For example, knowing that there is a short exact sequence (SES)

0 F G H 0

lets us relate the three sheaves together. By Thm. 1.16 this information is inherently
local since this sequence is exact if and only if the corresponding sequences on stalks
are exact. Then the question is: Can we get global information from such exact
sequences? We would hope that just as the sequence is exact on stalks, it would also
be exact on global sections:

0 Γ(F ) Γ(G ) Γ(H ) 0.

Unfortunately, this is not the case. For example, let X = P1
C and consider the

sheaf morphism OX → CP0 ⊕ CP1 , which evaluates a section of OX at two distinct
points P0, P1 ∈ X. Then, the morphism is clearly surjective on the stalks. But it is
not surjective on global sections, since the global sections of OX are the constant
functions. In other words, the exact sequence

OX CP0 ⊕ CP1 0

does not yield an exact sequence on global sections. However, we have the following.

Proposition 2.1. If the sequence

0 F G H 0α β

is exact, then the sequence

0 Γ(F ) Γ(G ) Γ(H )Γα Γβ

is also exact.

Proof.

Exactness at Γ(F )

Suppose s ∈ ker(Γα), which is to say that s is in the kernel of the com-
ponent αX of the morphism α. Since ker(α) = im(0 → F ), we have s ∈
im(0 → F )(X). But im(0 → F ) is clearly the zero sheaf so that s = 0.
Also, im(0 → Γ(F )) is clearly the zero module. Therefore, ker(Γα) = 0 =

im(0 → Γ(F )).

Exactness at Γ(G )

Since α is injective, im(α) can be identified with the sheaf F . Therefore
ker(β) = F and so Γ (F ) = ker(β)(X) = ker(βX) = ker(Γβ). Since the
second sequence is exact at Γ (F ), the image im(Γα) can also be identified
with Γ (F ). Therefore, im(Γα) = Γ(F ) = ker(Γβ).
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Abstract nonsense ahead

We say that the global sections functor Γ : Sh(X) → OX(X)-Mod is left-
exact but not right-exact.

Although exact sequences are not completely preserved under taking global sec-
tions, we don’t give up! There might still be a way of measuring how much
exactness fails. We could measure the obstruction to exactness by continuing the
sequence to the right so that the following sequence is exact.

0 Γ(F ) Γ(G ) Γ(H )

H1(F ) H1(G ) H1(H ) · · ·

· · · H i(F ) H i(G ) H i(H ) · · · .

This problem of extending incomplete short exact sequences appears in other parts of
mathematics and has a general solution: derived functors. The vector spaces H i(−)

given by derived functors are then called the sheaf cohomology groups. In practise,
they are difficult to compute, and thus I will need to define the Čech cohomology
which is a tool for computing sheaf cohomology. In the next subsections I will in-
troduce derived functors and give a complete explanation of how we arrive at Čech
cohomology. The contents of these subsections will be more technical than the rest
of the paper, and it is probably a good idea to skip straight to Definition 2.13,
which can be taken as the definition of sheaf cohomology. The primary source I use
is [Vak17].

2.1 Derived functors*
Let us consider the general problem of extending a left-exact functor F : A → B
between abelian categories (which one may think of as categories of modules) to the
right. First, I will clarify what is meant by a left-exact functor.

Definition 2.2. Consider a functor F : A → B between abelian categories. The
functor is said to be left-exact if

1. it is additive: if A, B are objects of A and f, g ∈ Hom(A,B), then F (f + g) =
F (f) + F (g) and

2. given a SES
0 A B C 0

of objects of A, the sequence

0 F (A) F (B) F (C)
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is exact.

Now, I want to find functors RiF : A → B so that for objects A,B,C in A
fitting into a SES

0 A B C 0 ,

the following sequence is exact.

0 F (A) F (B) F (C)

R1F (A) R1F (B) R1F (C) · · ·

· · · RiF (A) RiF (B) RiF (C) · · · .

The functors RiF will be called the right derived functors of F . The following lemma
from homological algebra gives a hint as to what approach one should take to find
such functors.

Lemma 2.3 (Zig-zag lemma). Suppose A•, B•, C• are cochain complexes in some
abelian category. If there is a SES

0 A• B• C• 0 ,

then there are maps between the cohomology groups of these complexes such that the
sequence

H0(A•) H0(B•) H0(C•)

H1(A•) H1(B•) H1(C•) · · ·

· · · H i(A•) H i(B•) H i(C•) · · ·

is exact.

This lemma can be shown using a typical diagram chasing argument: The maps
H i(A•) → H i(B•) and H i(B•) → H i(C•) are given by functoriality, and the con-
necting morphisms H i(C•) → H i+1(A•) are given by the snake lemma. Working out
the details of this diagram chasing argument is a good exercise for the reader, but
I will instead prove the statement using spectral sequences. Explaining the theory
of spectral sequences is beyond the scope of this paper and I will refer the reader to
[Vak17, section 1.7].
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Proof. Define the zeroth page of a spectral sequence to be the following double
complex given by the SES of complexes.

... ... ...

0 A2 B2 C2 0

0 A1 B1 C1 0

0 A0 B0 C0 0

0 0 0

Since the rows are exact the first page is zero when we use the rightward orientation.
Now, let us compute the first page using upward orientation. We get the following.

... ... ...

0 H2(A•) H2(B•) H2(C•) 0

0 H1(A•) H1(B•) H1(C•) 0

0 H0(A•) H0(B•) H0(C•) 0

α2 β2

α1 β1

α0 β0

Finally, in the second page we have

ker(α0)
ker(β0)
im(α0)

coker(β0)

ker(α1)
ker(β1)
im(α1)

coker(β1)

ker(α2)
ker(β2)
im(α2)

coker(β2)0

0

0

0
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One can see that the spectral sequence will converge on the third page. Since the
sequence converges to zero, the sequences

0 ker(αi+1) coker(βi) 0,

given by the differentials on the second page must be exact. These isomorphisms
induce maps

δi : H
i(C•) → H i+1(A•).

The convergence of the spectral sequence also implies that ker(βi)/ im(αi) = 0.
Putting these results together, we see that the sequence

H0(A•) H0(B•) H0(C•)

H1(A•) H1(B•) H1(C•) · · ·

· · · H i(A•) H i(B•) H i(C•) · · ·

α0 β0

δ0

α1 β1 δ1

δi−1 αi βi δi

is exact.

Therefore, in order to extend the sequence

0 F (A) F (B) F (C) ,

we wish to find cocomplexes A•, B•, C• associated to A,B,C such that

1. The cochain complexes A•, B•, C• fit into a SES

0 A• B• C• 0

2. The zeroth cohomology coincides with F :

H0(A•) = F (A), H0(B•) = F (B), H0(C•) = F (C).

One way of associating a cochain complex to an object A is to take its resolution.
In other words, by finding objects Ai and morphisms such that the sequence

0 A A0 A1 A2 · · ·α α0 α1 α2

is exact. Let us concentrate on the first few terms of this sequence.

0 A A0 A1α α0 .

Since F is left-exact, we get an another exact sequence:

0 F (A) F (A0) F (A1)α∗ α∗
0 .
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Now, exactness implies that ker(α∗
0) = im(α∗) = F (A). Therefore, if I were to replace

F (A) by 0, then the cohomology at F (A0) would be F (A). Thus, considering the
cochain complex

0 F (A0) F (A1) F (A2) · · ·
α∗
0

α∗
1

α∗
2 ,

we see that taking the cohomology of this complex will give

H0(F (A•)) = F (A).

Hence, if I construct the cochain complexes A•, B•, C• from resolutions of A,B,C
as above, then the resulting cohomolgy will satisfy the second requirement. Next, I
want to find the right type of resolution so that the cochain complexes satisfy the
first requirement above.

What we have currently is the following picture.

... ... ...

A1 B1 C1

A0 B0 C0

0 A B C 0

0 0 0

α1 β1 γ1

α0 β0 γ0

f

α

g

β γ

If I use injective resolutions, the diagram can be filled in with appropriate morphisms
so that it gives a SES of complexes.

Definition 2.4. An object I of an abelian category A is injective, if for every
injection f : A ↪→ B and every morphism g : A → I, there is a morphism B → I

such that the following diagram commutes.

I

A B

g

f

Then, an injective resolution of an object A is a long exact sequence

0 A I0 I1 · · ·

where the I i are injective. Note that it is not obvious that an object of an abelian
category should have an injective resolution in the first place. Thus, we assume that
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the category A has enough injectives meaning that for every object A of A, there
is an injection A ↪→ I into some injective object I. Then, for every object A we can
construct an injective resolution inductively. The first object I0 is given directly by
the assumption. Then suppose we have constructed an exact sequence

0 A I0 · · · In−1 In
ι0 ιn−1

.

Let us take In+1 to be an injective object such that there is an injection

coker(ιn−1) ↪→ In+1.

Then we have

0 A I0 · · · In coker(ιn−1) In+1ι0 ιn−1
.

When the injection is composed with the projection, we get the exact sequence

0 A I0 · · · In−1 In In+1ι0 ιn−1 ιn .

Now I will quickly prove a useful lemma about injective objects:

Lemma 2.5. A product of injective objects is injective.

Proof. Suppose (Ji)i∈I is a collection of injective objects in an abelian category, and
denote

J =
∏
i∈I
Ji.

Then, suppose we have a morphism g : X → J and an injection f : X ↪→ Y .
Recall that J is injective if we can extend g along f so that the following diagram
commutes.

J

X Y

g

f

We can compose g with the projection morphisms πJi : J → Ji, and then extend
the compositions along f since the Ji are injective by assumption:

Ji

X Y

πJi◦g

f

εJi

Now, by the universal property of the product J , there is a morphism ε : Y → J ,
such that the following diagrams commute for all i ∈ I.

J Y X

Ji

πJi

ε

εJi

f

πJi◦g
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By the universal property of the product J , we also have that g is the unique
morphism making the triangles

J X

Ji

πJi

g

πJi◦g

commute for all i ∈ I. Since these triangles are the same as the ones we get by
composing ε with f , we must have ε ◦ f = g and therefore, ε is an extension of g
along f .

Now, the definition of injective objects gives a way of constructing a SES of
injective resolutions given a SES of objects in an abelian category.

Lemma 2.6. If A,B,C are objects of an abelian category A with enough injectives
fitting into a SES

0 A B C 0
f g

and A and C have injective resolutions A• and C•, then there is an injective res-
olution B• of B and maps f i : Ai → Bi and gi : Bi → Ci such that the following
diagram commutes and has exact rows.

... ... ...

0 A1 B1 C1 0

0 A0 B0 C0 0

0 A B C 0

0 0 0

f1

α1

g1

β1 γ1

f0

α0

g0

β0 γ0

f

α

g

β γ

Proof. One can take Bi = Ai × Ci, and then the rows

0 Ai Ai × Ci Ci 0

a (a, 0)

(a, c) c

are clearly exact. Moreover, the Bi are injective by Lemma 2.5, so I only need to
find maps β : B → B0 and βi : Bi → Bi+1 making the diagram commute so that
the Bi form an injective resolution of B.
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Let us construct the morphism β : B → B0 which makes the following diagram
commute.

0 A0 A0 × C0 C0 0

0 A B C 0

0 0 0

f0 g0

f

α

g

β γ

Since A0 is injective, we can extend α along the injection f :

A0

A B
f

α α′

Then, we get the diagram

A0 A0 × C0 C0

B

πA0 πC0

α′
β

γ◦g
,

where β is given by the universal property of the product. The morphisms βi are
constructed in exactly the same way.

Finally, I need to check the exactness of the sequence

0 B B0 B1 · · ·β β0 β1
,

but this follows by a nearly trivial spectral sequence argument. Define a spectral
sequence where the 0th page is the double complex we have constructed. Computing
the 1st page using rightward orientation yields 0, since all rows are exact. Thus,
the spectral sequence converges to 0. One can see that the spectral sequence must
converge on the 1st page also when using the upward orientation. Therefore, the
column corresponding to the injective resolution of B must be exact.

Now I only need to apply the functor F on this double complex and remove the
bottom row. The only worry is that the rows don’t stay exact. Thus, I will need to
prove one more small result.

Lemma 2.7. Suppose F : A → B is a left-exact functor between abelian categories.
If I and J are injective objects of A, then F is exact on the SES

0 I I × J J 0 .
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Proof. In abelian categories, the object I × J is both a product and a coproduct.
It follows that additive functors preserve these products. The result follows directly
from this remark, because applying the functor F on the SES yields

0 F (I) F (I)× F (J) F (J) 0 ,

which is clearly exact.

In summary, given a left-exact functor F : A → B and an object A of A, one
constructs the ith right derived functor of F at A in the following way:

1. Find an injective resolution 0 → A→ I• of A

2. Apply F on the cochain complex 0 → I•

3. Take the ith cohomology of the cochain complex

0 F (I0) F (I1) F (I2) · · ·

We denote RiF (A) = H i(F (I•)) for the value of the derived functor.

The alert reader might have noticed that this definition depends a-priori on
the injective resolution we choose. However, one can show that this is not the
case, see [Vak17].

Abstract nonsense ahead

One could ask: “How do we know that derived functors give the ‘correct’
way of extending the left-exact functor?” This question can be formalised
by considering so-called (cohomological) δ-functors [Vak17], which consist of
pairs (T i, δi), where

1. the T i : A → B are additive functors between abelian categories with
T i = 0 for i < 0, and

2. δi : T i(C) → T i+1(A) are morphisms in B,

such that for every SES

0 A B C 0
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in A, we have a long exact sequence

0 T 0(A) T 0(B) T 0(C)

T 1(A) T 1(B) T 1(C) · · ·

· · · T i(A) T i(B) T i(C) · · ·

δ0

δ1

δi−1 δi

In addition, we require functoriality of this construction: If

0 A B C 0

0 A′ B′ C ′ 0

is a morphism of short exact sequences in A, then the squares

T i(C) T i+1(A)

T i(C ′) T i+1(A′)

δi

δi

commute.
One can then define morphisms of δ-functors so that they form a category.
After that, one formulates the concept of a universal δ-functor in this category:
A δ-functor (T i, δi) is universal if for every other δ-functor (Si, γi) with a
natural transformation α : T 0 ⇒ S0, there is a unique morphism of δ-functors
(T i, δi) → (Si, γi) extending α. One can then prove that derived functors are
universal δ-functors.

Now, consider a sheaf F of OX-modules. Its sheaf cohomology is defined as the
right derived functor of the global sections functor:

H i(X,F ) := RiΓ (F ) .

This definition relies on the assumption that the category of sheaves of OX-modules
has enough injectives.

Theorem 2.8. The category OX-Mod has enough injectives.

Proof. The proof of this theorem is given as a series of exercises in [Vak17].

2.2 Acyclic resolutions*
Derived functors provide the framework for the cohomology theory of sheaves, but
working with injective resolutions is difficult in practise. Thus, we need an alternative
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way of constructing the cohomology groups. This is done by replacing injective
resolutions by acyclic resolutions. If F : A → B is a left-exact functor between
abelian categories, then an object A of A is acyclic (w.r.t. F ) if RiF (A) = 0 for
i > 0.

Lemma 2.9. Let F : A → B be a left-exact functor between abelian categories,
where A has enough injectives. Suppose A is an object of A with acyclic resolution

0 A A0 A1 · · · .

Then, computing the cohomology of the cochain complex

0 F (A0) F (A1) · · ·

agrees with the right derived functor of F at A.

Proof. I will prove the statement using a spectral sequence argument. Thus, I need
to set up a double complex, which will be the 0th page of the sequence. First note
that the long exact sequence

0 A A0 A1 · · ·α α0 α1

can be broken into short exact sequences

0 A imα 0α

and

0 kerαi Ai imαi 0
αi .

Lemma 2.6 can now be used to construct short exact sequences of injecitve resolu-
tions, which can be combined to form a double complex.

... ... ... ...

0 I2 I0,2 I1,2 I2,2 · · ·

0 I1 I0,1 I1,1 I2,1 · · ·

0 I0 I0,0 I1,0 I2,0 · · ·

0 A A0 A1 A2 · · ·

0 0 0 0
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Removing the bottom row and the left-most column and applying the functor F
gives the following double complex.

... ... ...

0 F (I0,2) F (I1,2) F (I2,2) · · ·

0 F (I0,1) F (I1,1) F (I2,1) · · ·

0 F (I0,0) F (I1,0) F (I2,0) · · ·

0 0 0

Now, I take this double complex to be the 0th page of the spectral sequence. Note
that computing the cohomology groups of the rows and columns is the same as
computing the values of the right derived functors of F ; The cohomology groups of
the rows correspond to the values of the right derived functor at the objects I i and
the cohomology groups of the columns correspond to the values at Ai. Note also that
injective objects are acyclic, because an injective object I has the trivial resolution
0 → I → I → 0. Thus, when one computes the first page of the sequence starting
with the rightward orientation, the only non-zero column will be the first column:

...

F (I1)

F (I0)

0

Then, the entries on the second page will be equal to the values of the right derived
functors RiF at the object A.

R−1F (A)

R0F (A)

R1F (A)

R2F (A)

R3F (A)

0

0

0

0

0

0
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The sequence collapses at the 2nd step and one can see that the total cohomology of
the complex corresponds to the values of the right derived functor at A. Similarly,
computing the first page starting with the upward orientation gives only one non-
zero row, since the Ai are acyclic:

0 F (A0) F (A1) F (A2) · · ·

Computing the second page gives the cohomology groups of this complex. Again,
the sequence collapses and therefore the values of the right derived functor agree
with the cohomology groups of the complex.

Finally, let us prove the analogue of Lemma 2.5 for acyclic objects.

Lemma 2.10. Suppose F : A → B is a left-exact functor between abelian categories.
If A1 and A2 are F -acyclic objects of A, then the product A1 × A2 is F -acyclic.

Proof. Suppose A1 and A2 have injective resolutions

0 A1 I01 I11 I21 · · ·
d0
1

d1
1

d2
1

and

0 A2 I02 I12 I22 · · ·
d0
2

d1
2

d2
2 .

Then,

0 A1 × A2 I01 × I02 I11 × I12 · · ·
d0
1
×d0

2
d1
1
×d1

2

is an injective resolution of A1 × A2 by Lemma 2.5. Applying the functor F to the
cochain complex 0 → I•1 × I•2 yields

0 F (I01 )× F (I02 ) F (I11 )× F (I12 ) · · ·
F (d0

1
)×F (d0

2
) F (d1

1
)×F (d1

2
)

, (4)

as additive functors preserve finite products. Since A1 and A2 are F -acyclic, the
cohomologies of the cochain complexes 0 → F (I•1 ) and 0 → F (I•2 ) vanish in positive
degrees. Therefore, one can immediately see that the cohomology of the cochain
complex in (4) vanishes in positive degrees.

2.3 Discovering the Čech complex*
In this subsection, we will construct acyclic resolutions for sheaves, so that we can
compute their sheaf cohomology. We end up discovering the Čech complex, which
gives the Čech cohomology groups. To start, recall Prop. 1.21, which states that if
we have a SES of quasi-coherent sheaves on an affine variety, then the global sections
functor is exact on this SES. This leads us to suspect that quasi-coherent sheaves
on affine varieties are acyclic, which is indeed the case. The proof of this statement
relies on flasque sheaves, which I have introduced.
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Lemma 2.11 ([Har97, Thm. 3.5]). If X is an affine variety and F is a quasi-
coherent sheaf, then H i(X,F ) = 0 for all i > 0.

Proof. If I denote M = Γ(F ), then F = M̃ . Now, the module M has an injective
resolution 0 →M → I•. This gives an exact sequence 0 → M̃ → Ĩ•. The sheaves Ĩ i
are acyclic by [Har97, Prop. 3.4] and [Har97, Prop. 2.5] (the sheaves Ĩ i are flasque
and flasque sheaves are acyclic). Therefore, the sequence 0 → M̃ → Ĩ• is an acyclic
resolution of M̃ = F . Applying the global sections functor to this resolution returns
the original sequence 0 → M → I•, which is exact. After removing the M term,
the cohomology groups at I0 is Γ(F ), but the cohomolgy groups at I i are zero for
i > 0.

Equipped with this key insight, consider now a quasi-coherent sheaf F on a
general variety X, and recall the exact sequence (3). If one substitutes U = X and
the Ui form an affine open cover of X, then the sequence reads

0 F (X)
⊕
i0

F (Ui0)
⊕
i0,i1

F (Ui0 ∩ Ui1) ,

which looks awfully like the beginning of an acyclic resolution in light of the above
lemma. Thus, I would like to find sheaves with global sections that match the ones
in the exact sequence. But this is quite simple in fact; I can use the constructions
from Subsection 1.2 to define

Fi0,...,ik := ιi0,...,ik∗

(
F |Ui0,...,ik

)
,

where Ui0,...,ik = Ui0 ∩ · · · ∩Uik and ιi0,...,ik : Ui0,...,ik ↪→ X. I can then define an exact
sequence of these sheaves following the sequence (3):

0 F
⊕
i0

Fi0

⊕
i0,i1

Fi0,i1
d0 .

Now, I want to continue this sequence to the right by constructing a morphism d1

from
⊕

Fi0,i1 such that ker d1 = im d0. Thus, fix an open set V ⊆ X and consider
a section ψ of the pre-sheaf im′ d0(V ). Such a section consists of components

ψi0,i1 = ϕi1|V ∩Ui0,i1 − ϕi0|V ∩Ui0,i1 ,

where ϕ is a section of
⊕

Fi0 with ϕi0 ∈ F (V ∩ Ui0) and ϕi1 ∈ F (V ∩ Ui1). The
aim now is to construct a morphism, which sends ψ to zero. This can be done by
considering one more index i2 and taking an alternating sum of sections restricted
to V ∩Ui0,i1,i2 . For conciseness, I omit the restriction symbols in the following com-
putation, because every section is restricted to a common set.

ψi1,i2 − ψi0,i2 + ψi0,i1 = (ϕi2 − ϕi1)− (ϕi2 − ϕi0) + (ϕi1 − ϕi0)

= (ϕi2 − ϕi2) + (ϕi1 − ϕi1) + (ϕi0 − ϕi0) = 0.
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Thus, it would be natural to extend the sequence by a morphism

d1 :
⊕
i0,i1

Fi0,i1 →
⊕
i0,i1,i2

Fi0,i1,i2

defined component-wise by(
d1V (ψ)

)
i0,i1,i2

= ψi1,i2 − ψi0,i2 + ψi0,i1 .

Now, it is an easy task to check the exactness of the sequence
⊕
i0

Fi0

⊕
i0,i1

Fi0,i1

⊕
i0,i1,i2

Fi0,i1,i2
d0 d1

by checking exactness on the stalks at points P ∈ X. Note that im d0P ⊆ ker d1P
follows by exactly the same computation as above. Thus, I will quickly demonstrate
ker d1P ⊆ im d0P . Suppose ψ ∈ ker d1P and fix an index i. Then, take an arbitrary
germ ϕi in (Fi)P . Furthermore, if j is any index, define the germ ϕj in (Fj)P as
ψi,j + ϕi. Now, for any pair of indecies i0, i1, we have

ψi0,i1 = ψi,i1 − ψi,i0

= (ϕi1 − ϕi)− (ϕi0 − ϕi)

= ϕi1 − ϕi0 .

Therefore, one can see that the germ ϕ formed from these components ϕj map to ψ
under d0P .

One can continue this sequence in the same fashion by taking alternating sums
of sections, thus obtaining a resolution

0 F
⊕
i0

Fi0

⊕
i0,i1

Fi0,i1

⊕
i0,i1,i2

Fi0,i1,i2 · · · .

Remark. The above computations might seem familiar if you have seen homology
or cohomology before. In fact, Čech cohomology can be seen as a singular cohomology
of the nerve of the open covering (Ui) of the space [Hat01]. The nerve of a covering
is an abstract simplicial complex, where the sets Ui are the points and a non-empty
intersection of k of the sets is a k-simplex.

The last thing I need to show is that the resolution is acyclic.

Lemma 2.12. The sheaves
⊕

i0,...,ik

Fi0,...,ik are acyclic.

Proof. By Lemma 2.10, I only need to check that the sheaf Fi0,...,ik is acyclic for an
arbitrary index i0, . . . , ik. Thus, fix an index and denote V = Ui0,...,ik and ι : V ↪→ X.
Then, suppose F |V has an injective resolution

0 F |V I 0 I 1 I 2 · · · .
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This is now a sequence of sheaves on V , and one can push them forward to X using
the construction from Subsection 1.2. It is easy to see that the resulting sequence

0 ι∗ (F |V ) ι∗I 0 ι∗I 1 ι∗I 2 · · ·

is exact. If we can show that the sheaves ι∗I i are injective, then we have constructed
an injective resolution of Fi0,...,ik .

Thus, suppose there is an injection A ↪→ B of sheaves on X and a morphism
g : A → ι∗I i. After restricting to V , we can extend g|V due to the injectivity of
I i.

I i

A |V B|V

g|V
u

This can be used to define an extension u+ : B → ι∗I i of g. Fix an open set U ⊆ X.
Then, we can simply define

u+U : B(U) → I i(U ∩ V ) : σ 7→ uU∩V (σ|U∩V ).

It is clear that u+ fits into the following commutative triangle.

ι∗I i

A B

g u+

We can conclude that ι∗I i is injective.
Note that the sequence

0 Γ (ι∗I 0) Γ (ι∗I 1) Γ (ι∗I 2) · · · .

is simply equal to

0 Γ (I 0) Γ (I 1) Γ (I 2) · · · .

This shows that the cohomology of Fi0,...,ik coincides with that of F |V . But F |V is
quasi-coherent since F is and V is an affine open set by Lemma 1.11. Thus, F |V is
acyclic by Lemma 2.11. Therefore, so is Fi0,...,ik .

2.4 Čech cohomology
We finally arrive at the definition of Čech cohomology.
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Definition 2.13. The Čech cohomology of a quasi-coherent sheaf F on a variety
X is the cohomology of the cochain complex⊕

i0

F (Ui0)
⊕
i0,i1

F (Ui0,i1)
⊕
i0,i1,i2

F (Ui0,i1,i2) · · ·d0 d1 d2 ,

where the Ui form an affine open cover of X. I denote

Ui0,...,ik = Ui0 ∩ · · · ∩ Uik

and the differentials are defined as the products of the maps

dki0,...,ik+1
:
⊕

j0,...,jk

F (Uj0,...,jk) → F (Ui0,...,ik+1
)

given by

dki0,...,ik+1
(α) =

k+1∑
j=0

(−1)jαi0,...,̂ij ,...,ik+1
|Ui0,...,ik+1

.

More specifically, the ith cohomology group H i(X,F ) is defined as the k-vector
space ker(di)/ im(di−1) if we take d−1 to be the zero-morphism.

I will now use this new tool to compute some cohomology groups.

Proposition 2.14. If A is a constant sheaf that is quasi-coherent on some irreducible
variety X, then

H0(X,A) = A and H i(X,A) = 0 for i > 0.

Proof. The statement H0(X,A) = A follows directly from the purely topological
fact that locally constant functions on a connected space are constant: A global
section of A can be represented by a locally constant function f : X → A. Fix
an arbitrary value a ∈ A in the image of f and consider the inverse image f−1(a).
For an arbitrary point P ∈ f−1(a), there is an open neighbourhood of P , where
f is constant. This immmediately implies that f−1(a) is open, since every point
P ∈ f−1(a) has an open neighbourhood contained in f−1(a). But if f−1(a) is not
the whole of X, then f−1(A \ { a }) is a non-empty open set which disconnects X
together with f−1(a). Hence, we arrive at a contradiction.

I will now show H1(X,A) = 0, which follows from the exactness of the sequence⊕
i0

F (Ui0)
⊕
i0,i1

F (Ui0,i1)
⊕
i0,i1,i2

F (Ui0,i1,i2)
d0 d1 .

Since this is a part of a cochain complex, we know that im(d0) ⊆ ker(d1) and I
only need to show ker(d1) ⊆ im(d0). Thus, suppose b ∈ ker(d1) and fix an index i.
Then, let ai be an arbitrary constant on A(Ui). Now, for an arbitrary index j, one
can define a section aj of A(Uj) as bi,j + ai and check that the condition b ∈ ker d1
implies that the components aj form a section of

⊕
F (Ui0) which is mapped onto

b by d0 and we can conclude that a ∈ im(d0). The computation for the higher
cohomology groups is exactly the same, but there are more indices to juggle.
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I leave the following proposition as an exercise for the reader.

Proposition 2.15. If AP is a skyscraper sheaf that is quasi-coherent on some
irreducible variety X, then cohomology groups H i(X,AP ) are zero for i > 0.
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3 The Riemann-Roch theorem
Equipped with sheaf cohomology, I will prove the Riemann-Roch theorem using the
methods we have learnt.

The rest of this article will be concerned with algebraic curves. Thus, from
now on X will always denote an irreducible, non-singular, projective curve
over an algebraically closed field k. We will often use the fact that in this case
the field of rational functions k(X) consists of functions f/g, where f and g
are homogeneous polynomials over k with deg f = deg g.

3.1 Divisors and differentials
Before tackling the Riemann-Roch theorem, I will quickly review two constructions
that we will need in the last two sections of this paper: divisors and differentials. I
use [Gat02] and [Ser12] as my sources.

Like a sheaf, a divisor is an object that associates additional data to an algebraic
variety. Unlike sheaves, divisors contain discrete data. More specifically, a divisor D
onX associates an integer to each point ofX and only finitely many of these integers
are non-zero. Then, we can represent the divisor as a formal linear combination

D =
∑
P∈X

nPP,

where the integer nP is the value associated to the point P . Now, two divisors can
be added component by component so that divisors on X form an abelian group
DivX. Given a divisor D, I write D(P ) for the value nP associated to the point
P ∈ X.

Figure 3: Visualising divisors and their sums.

I will now define the degree of a divisor and an order relation on the group of
divisors. The degree of a divisor D is simply the integer

deg(D) =
∑
P∈X

D(P ).
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Next, I say D is effective and write D ≥ 0 if D(P ) ≥ 0 for all P ∈ X. Then, given
two divisors D,D′, I can define D ≥ D′ if the divisor D −D′ is effective.

One can associate a divisor to a non-zero rational function f ∈ k(X)×, and
these form an important class of divisors. For a point P ∈ X, the ring OX,P is a
discrete valuation ring (DVR) with valuation ordP . Then, the divisor of f is defined
as follows.

(f) =
∑
P∈X

ordP (f)P.

Example 3.1. Consider X = P1 and

f(X0, X1) =
X1 −X0

X1

∈ k(P1).

Since f(X0, X1) is a unit in the the local rings OX,P for P 6= [1 : 0], [1 : 1], we have
ordP (f) = 0 at those points P . The points [1 : 0] and [1 : 1] are contained in the
affine piece A1

0 = { [X0, X1] ∈ P1 | X0 6= 0 }. The dehomogenised version of f on A1
0

is given by f(x) = x−1
x
. One can immediately see that ordP0(f) = −1 for P0 = [1 : 0]

and ordP1(f) = 1 for P1 = [1 : 1]. Therefore,

(f) = P1 − P0.

Remark. The divisor of a rational function should be thought of as counting the
orders of zeros and poles of the function.

It is useful to consider a non-constant element f of k(X) as a morphism f : X →
P1
k, because then pre-composition by f defines a homomorphism of fields

k
(
P1
k

)
→ k (X) : g 7→ g ◦ f.

Since homomorphisms of fields are always injective, this map defines the inclusion
k (P1

k) ⊆ k (X). This fact can be used to define a homomorphism f ∗ : Div (P1
k) →

Div (X) in the following way [Har97]. Firstly, suppose Q is a point of P1
k and let t

be a local uniformiser of OP1,Q. Then, t can be seen as a function in k(X) and one
can define

f ∗(Q) =
∑

f(P )=Q

ordP (t)P.

This definition is independent of the choice of local uniformiser: Suppose t′ is another
local uniformiser of OP1,Q. Then, there is a unit u of OP1,Q such that t′ = ut. Since u
is a unit, its denominator and numerator do not vanish at Q. Thus, the denominator
and the numerator of the corresponding function u◦f in k(X) do not vanish at P , as
f(P ) = Q. Therefore, u◦f is a unit of OX,P , and so, ordP (t) = ordP (t′). Furthermore,
this definition can be linearly extended for an arbitrary divisor D ∈ Div(P1

k). Now,
the following lemma will be useful.

Lemma 3.2. If f ∈ k(X) is a non-constant function, then for the induced morphism
f ∗ : Div (P1

k) → Div (X) we have

deg (f ∗(D)) = [k(X) : k(P1
k)] deg(D).

39



Proof. See Proposition 6.9 of [Har97] chapter II.

Corollary 3.2.1. Suppose f ∈ k(X)×. Then, deg ((f)) = 0.

Proof. If f is a constant, then the statement is immediate. Thus, assume f is not a
constant. Then, one can write (f) = f ∗(0)− f ∗(∞) and compute the degree:

deg ((f)) = deg(f ∗(0))− deg(f ∗(∞)) = [k(X) : k(P1
k)]− [k(X) : k(P1

k)] = 0.

Remark. Note that divisors of rational functions form a group since (f) + (g) =

(fg). Then, we can take the quotient of DivX by this group. The quotient is called
the Picard group PicX and its elements are called divisor classes. Two elements
of the same class are said to be linearly equivalent and one has

D ∼ D′ ⇐⇒ ∃f ∈ k(X)×, D′ = D + (f).

In this article, I will use divisors to control the “order of vanishing” of a rational
function f ∈ k(X)×. For example, if I want to allow f to have a pole only at some
point P ∈ X with order at most 2, I can express this requirement in the following
way. Define a divisor D = −2P and require that (f) ≥ D. Conventionally, we would
actually set D = 2P and require that (f) ≥ −D. This leads us to define the sheaf
OX(D) of such functions:

(OX(D)) (U) = { f ∈ k(X) | ∀P ∈ U, ordP (f) ≥ −D(P ) }

Figure 4: A section of the sheaf OX(D).

Proposition 3.3. The sheaves OX(D) are quasi-coherent for every divisor D.

Proof. Firstly, OX(D) is a sheaf of OX-modules: If f, g ∈ OX(D)(U), then it is clear
that

∀P ∈ U, ordP (f + g) ≥ −D(P ).
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Moreover, if h ∈ OX(U), then multiplying f by h only increases the order at all
points, since ordP (h) is never negative on U .

To finish the proof, I will show that OX(D) is locally isomorphic to the structure
sheaf OX . Thus, fix a point P ∈ X and choose a local uniformiser t ∈ k(X) at P
so that ordP (t) = 1. The function t has finitely many zeroes and poles, so we can
find an affine open neighbourhood U ⊆ X of P such that t has order 0 on U \ {P }.
Moreover, one may restrict U further so that P is the only point of U where D is
non-zero. Next, note that the function ϕ = tD(P ) satisfies

ordQ(ϕ) =

D(P ), Q = P

0, Q 6= P
.

Since the sections of OX(D)|U consist of functions f such that ordP (f) ≥ −D(P )

and ordQ(f) ≥ 0 for Q 6= P , multiplying by ϕ yields regular functions. Hence, it is
easy to see that multiplication by ϕ defines an isomorphism OX(D)|U → OU . Since
quasi-coherence can be checked locally, we are done.

The following proposition will also be useful later.

Proposition 3.4. If a divisor D has negative degree, then H0(X,OX(D)) = 0.

Proof. Suppose f ∈ H0(X,OX(D)). Then, (f) ≥ −D so that deg((f)) ≥ − deg(D),
but this implies deg(D) ≥ 0 by Prop. 3.2.1, which contradicts the assumption on
D.

I will now turn to discussing differentials. In geometry, spaces are often studied
locally by looking at their tangent spaces. But the notion of the tangent space
does not translate directly to algebraic geometry, and we would like to have a more
algebraic alternative. It turns out that it is easier to give an algebraic definition of
the cotangent space, the dual space of the tangent space. The cotangent space can
be defined abstractly as a module of differentials, which makes it nice to work with
from an algebraic perspective. I will not attempt to make the connection to geometry
more apparent since giving geometric motivation for the definitions would take us
too far from the focus of the article, and thus I leave it out. For a soft exposition of
differential forms in analysis, I recommend reading Terence Tao’s excellent article
[Tao].

Definition 3.5. For a commutative algebra F over a field k, the module of k-
differentials of F is the free F -module Ω(F ) generated by the symbols df for f ∈ F

with the following rules.

1. d(f + g) = df + dg for f, g ∈ F ,

2. d(fg) = f dg + g df for f, g ∈ F ,

3. da = 0 for a ∈ k.
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Note that this definition implies that the differential map d : F → Ω(F ) is
k-linear, as d(af) = a df + f da = a df for a ∈ k. I will write Ω for the module
Ω (k(X)).

Proposition 3.6. Suppose t is a local uniformiser of OX,P at some point P ∈ X.
Then, Ω is generated by the differential dt as a k(X)-module.

The proof relies on the following lemma from commutative algebra.

Lemma 3.7 (Nakayama’s lemma, [AM69, Proposition 2.8]). Let M be a finitely
generated module over a local ring (A,m). If x1, . . . , xn are elements of M such that
their images form a k-vector basis of M/mM , where k = A/m, then they generate
M .

Proof of Proposition. I will first prove that Ω (OX,P ) is generated by dt by showing
that dt spans the k-vector space Ω (OX,P ) /mPΩ (OX,P ), where mP is the maximal
ideal of OX,P . To apply Nakayama’s lemma, I need to first check that Ω (OX,P ) is
finitely generated. Recall that OX,P consists of rational functions in finitely many
variables X1, . . . , Xn. Using the rules of differentiation, any such rational function
can be written as a OX,P -linear combination of the differentials dX1, . . . , dXn. In
other words, Ω(OX,P ) is finitely generated as an OX,P -module.

Now, take an element ∑ fi dgi ∈ Ω (OX,P ). One can write fi = ai + mi with
ai ∈ k and mi ∈ m, so

fi dgi = ai dgi +mi dgi ≡ ai dgi.

Thus, it suffices to show that dgi is in the k-linear span of dt. We can now write
gi = a′i + m′

i, where a′i ∈ k and m′
i ∈ m. Since m = (t), we can further write

m′
i = (a′′i +m′′

i )t, where a′′i ∈ k and m′′
i ∈ m. Then,

dgi = dm′
i = t da′′i + a′′i dt+ t dm′′

i +m′′
i dt.

Note that the first term vanishes, since a′′i ∈ k. Also, the third and fourth terms
vanish modulo mOX,P , because t,m′′

i ∈ m. Therefore, dgi = a′′i dt, and Nakayama’s
lemma implies OX,P is generated by dt.

Now, suppose f ∈ k(X). Such a function has an expansion

f = a−mt
−m + a−m+1t

−m+1 + · · ·+ a−1t
−1 + ut`,

where ai ∈ k, u is a unit in OX,P and m, ` ≥ 0. Then,

df = −ma−mt−m−1 dt+ · · · − a−1t
−2 dt+ d

(
ut`
)

Since ut` ∈ OX,P , it is in the OX,P -linear span of dt by what we proved above. This
shows the generators of Ω lie in the k(X)-linear span of dt.
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This proposition lets us to define the order of a differential ω ∈ Ω as follows.
Write ω = f dt for f ∈ k(X). Then,

ordP (ω) = ordP (f).

Now, one can define the divisor (ω) of ω in the same way as the divisor of a rational
function:

(ω) =
∑
P∈X

ordP (ω)P.

It turns out that divisors of this kind are all linearly equivalent: suppose ω1 = f1 dt

and ω2 = f2 dt. Then,

ω1 =
f1
f2
f2 dt =

f1
f2
ω2 =⇒ (ω1) =

(
f1
f2

)
+ (ω2).

Thus, the divisors of differentials lie in the same divisor class called the canonical
class. Any representative of the class is called the canonical divisor KX .

Next I define a module of differentials related to a divisor D on X in the same
way as we defined the sheaf OX(D):

Ω(D) = { ω ∈ Ω | ∀P ∈ X, ordP (ω) ≥ D(P ) } .

(in the modern literature one requires ordP (ω) ≥ −D(P ) to match the definition of
OX(D), but here I follow [Ser12] with the notation). Lastly, I will define the residue
of a differential, which will be the main ingredient in the proof of Serre Duality in
the next section.

Definition 3.8. Let ω = f dt ∈ Ω, where t is a local uniformiser of OX,P for some
point P ∈ X. Then, f can be embedded in the ring k((t)) of formal series over k,
where it has a series expansion in terms of t:

f =
∑
i≥n

ait
i,

where n ∈ Z and ai ∈ k. Then, the residue of ω at P is defined as ResP (ω) = a−1.

After this point, it is easy to get lost in all the preliminary results we need
to prove about residues. It is not forbidden to skip to Subsection 3.2 if this
happens.

A priori, this definition depends on the local uniformiser t, and thus I need to
show that the definition is indeed independent of the choice of a local uniformiser.
I will only give a proof sketch, but for a more detailed proof, see [Ser12].

Lemma 3.9. For a non-zero function f , we have ResP (df/f) = ordP (f).
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Proof. If t is a local uniformiser of OX,P , then f can be written as f = utn, where
n = ordP (f). Then,

df/f =
tn du+ nutn−1 dt

utn
= du/u+ n dt/t.

Thus, ResP (df/f) = Rest(du/u) + n, but since u is a unit in OX,P , the residue
Rest(du/u) is clearly zero.

Proposition 3.10. Fix a point P ∈ X and let t and u be two local uniformisers
of OX,P . Denote by Rest and Resu the function ResP calculated using t and u

respectively. Then, Rest(ω) = Resu(ω) for all differentials ω ∈ Ω.

Proof sketch. Suppose f ∈ k(X) is a rational function with a series expansion

f =
∑
i≥n

aiu
i,

in k((u)). Then, it is possible to construct a module of differentials, where

df =

∑
i≥n

iaiu
i−1

 du.

This is probably the most non-trivial statement of the proof, and the construction
is laid out by Serre [Ser12]. Now, we can write a differential ω in this module as

ω =
∑
n≥0

an du/u
n + ω0,

where ω0 is a differential with ordP (ω0) ≥ 0. Then, Resu(ω) = a1 and Rest(ω) =∑
anRest(du/un). Now, concentrate first on the term a1 Rest(du/u). I can apply

Lemma 3.9 to get Rest(du/u) = ordP (u) = 1. Therefore,

Rest(ω) = a1 +
∑
n>0

Rest(du/un).

Hence, it is enough to show that Rest(du/un) = 0 for n > 0.
In characteristic zero, we can write

du/un = d

(
− 1

(n− 1)un−1

)
.

But this immediately implies that Rest(du/un) = 0 since differentiating a series can
never result in a term of the form a−1t

−1. The proof for positive characteristic follows
from the statement in zero characteristic by an argument by Serre [Ser12].

Now, I will prove the residue formula, which is used in the proof of Serre Duality.

Theorem 3.11 (Residue Formula). For every differential ω ∈ Ω, we have that∑
P∈X

ResP (ω) = 0.
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First I prove the theorem for the case when X = P1
k.

Lemma 3.12. The residue formula holds for X = P1
k.

Proof. Fix a differential ω = f dt on X. For convenience, I work with dehomogenised
representation, and take f to be a rational function in one variable t. This function
has a partial fractions decomposition, which is a linear combination of terms of the
form listed below. I will consider each type separately.
Term of type ω = tn dt:

There are no poles at finite points, so the only pole could be at infinity. Chang-
ing to u = 1/t, we have dt = −u−2 du and

ω = (u−n)(−u−2 du) =
du

un+2
.

Then, the residue clearly vanishes: Res∞(ω) = 0.

Term of type ω = dt
t−a :

Clearly Resa(ω) = 1, and there are no other poles at finite points. But there
is also a pole at infinity. Again, changing to u = 1/t, we get

f(u) =
(

u

1− au

)
(−u−2 du) = −1

u
· 1

1− au
du

= −1

u

(
1 + au+ (au)2 + · · ·

)
du.

Therefore, Resa(ω) = −1 and the residues of the two points cancel.

Term of type ω = dt
(t−a)n for n > 1:

Following a similar argument as above, one can check that in this case the
residue is zero also at a and ∞.

Let X be a curve as before. Again, a non-constant function ϕ ∈ k(X) induces
an embedding k(P1

k) ↪→ k(X), and I hope to use this embedding to apply the above
lemma in the case of an arbitrary curve X. Now, one can consider the trace map
Trk(X)/k(P1

k
) defined as follows [Mil22]. Multiplication by an element α ∈ k(X) defines

a k(P1
k)-linear map k(X) → k(X) : f 7→ α ·f . Then, we simply define Trk(X)/k(P1

k
)(α)

to be the usual trace of this linear transformation. This definition translates to
differentials on k(X). Any differential ω ∈ Ω(k(X)) can be written as ω = f dϕ and
one can make the following definition.

Tr : Ω(k(X)) → Ω(k(P1
k)) : f dϕ 7→

(
Trk(X)/k(P1

k
)(f)

)
dϕ

Finally, the residue formula is implied by the following lemma [Ser12].
Lemma 3.13. For every point P ∈ P1

k, we have∑
Q∈ϕ−1(P )

ResQ(ω) = ResP (Tr(ω)).

This finishes the subsection on divisors and differentials, and we are now ready
to move on to discussing the Riemann-Roch theorem and Serre Duality.
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3.2 Proof of Riemann-Roch
I am now able to state and prove an “incomplete” version of the Riemann-Roch
theorem, which I will make complete after proving Serre Duality.

Theorem 3.14 (Riemann-Roch, cohomology version). For every divisor D on X,

h0(X,OX(D))− h1(X,OX(D)) = deg(D) + 1− g,

where g = h1(X,OX) and hi(X,F ) denotes dim (H i(X,F )).

Proof. One can use an induction argument, because any divisor D is obtained from
the zero divisor by adding and subtracting finitely many points.

base case
)

Since OX(0) = OX and deg(0) = 0, I need to verify that

h0(X,OX)− h1(X,OX) = 1− g.

But note that the only globally defined regular functions on X are constant
and thus they form a one-dimensional vector space. Moreover, h1(X,OX) = g

by definition so that the equality holds.

induction step
)

In the induction step I want to relate the 0th and the 1st cohomology groups
of OX(D) to the 0th and 1st cohomology groups of OX(D + P ), where P is
some point. To do this, first note that OX(D) is a subsheaf of OX(D+P ), since
the orders of the sections of OX(D + P ) at P are allowed to be smaller than
the orders of the sections of OX(D) at P . Thus, there is an exact sequence

0 OX(D) OX(D + P ) Q 0,

where Q is the quotient sheaf. The stalks of Q are clearly zero away from P .
The stalk at P consists of zero and elements of the form u/tn+1, where t is the
local uniformiser of OX,P , u is a unit in OX,P , and n is the order of P in D.
As OX,P/(t) = k, we can write u = vt+ r, where v ∈ OX,P and r ∈ k. Then,

u

tn+1
=

v

tn
+

r

tn+1
.

Since v/tn is an element of OX(D)P , we conclude that every element of OX(D+

P )P is equivalent to an element r/tn+1 modulo OX(D)P for some r ∈ k.
Therefore, QP

∼= k and Q is the skyscraper sheaf kP .

Now we apply our cohomology machinery on the SES

0 OX(D) OX(D + P ) kP 0
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to get the following exact sequence (using Prop. 2.15).

0 H0(X,OX(D)) H0(X,OX(D + P )) H0(X, kP )

H1(X,OX(D)) H1(X,OX(D + P )) 0.

This exact sequence of vector spaces implies the following equality.

h0(X,OX(D))−h0(X,OX(D+P ))+1−h1(X,OX(D))+h1(X,OX(D+P )) = 0.

Therefore,

h0(X,OX(D + P ))− h1(X,OX(D + P ))

=
(
h0(X,OX(D))− h1(X,OX(D + P ))

)
+ 1

= deg(D) + 1− g + 1 (by induction hypothesis)
= deg(D + P ) + 1− g.

This is exactly the induction step we wanted to prove. We also need to prove

h0(X,OX(D − P ))− h1(X,OX(D − P )) = deg(D − P ) + 1− g,

but we can run the same argument starting with the SES

0 OX(D − P ) OX(D) kP 0.

One would need to also prove that the cohomology groups are finite dimen-
sional to begin with. See [Ser12] for the details.

This form of the theorem is not the most useful one for applications, because
computing h1(X,OX(D)) is not easy. However, one can get a nice expression for this
space using the Serre Duality, which I will prove in the next section:

Theorem 4.7 (Serre Duality). If X is an algebraic curve as before and D is a
divisor on X, there is an isomorphism

H1(X,L (D))∨ ∼= Ω(D) .

of k-vector spaces.

Using the below lemma, we get a nicer looking version of the Riemann-Roch
theorem.

Lemma 3.15. The following isomorphism holds.

Ω(D) = H0(X,OX(KX −D))
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Proof. First, let t be a local uniformiser at some point P ∈ X, so one can write
KX = (dt). Then, define

Φ: Ω(D) → H0(X,OX(KX −D)) : f dt 7→ f.

The map is well-defined, because

f dt ∈ Ω(D) ⇐⇒ (f) + (dt) ≥ D ⇐⇒ (f) ≥ D −KX .

Since the above is not only a chain of implications but a chain of equivalences, we
immediately see that Φ is bijective. Since it is trivially linear, we are done.

Finally, we can write the “complete” form of the Riemann-Roch theorem.

Theorem 3.16 (Riemann-Roch). For every divisor D,

h0(X,OX(D))− h0(X,OX(KX −D)) = deg(D) + 1− g,

where g = h1(X,OX).

3.3 An application to the classification of curves
Before proving Serre Duality, I want to take some time to look at an application of
the Riemann-Roch theorem using [Har97] as my source. A major project in algebraic
geometry is to give a classification of different algebraic varieties. The Riemann-Roch
theorem helps us prove statements about curves based solely on topological data,
namely the genus of the curve. First, I give a formula for the degree of the canonical
divisor on a curve.

Lemma 3.17. The degree of the canonical divisor KX is 2g − 2, where g is the
genus of X.

Proof. Set D = KX so that the Riemann-Roch theorem yields

h0(X,OX(KX))− h0(X,OX) = deg(D) + 1− g

h1(X,OX)− 1 = deg(D) + 1− g

2g − 2 = deg(D),

where h0(X,OX(KX)) = h1(X,OX) is given by Serre Duality.

Now I can give a classification of curves of genus 0.

Theorem 3.18. Any curve X of genus 0 is isomorphic to P1
k.

Proof. Fix two point P,Q ∈ X and consider the divisor D = P −Q. The Riemann-
Roch theorem implies

h0(X,OX(D))− h0(X,OX(KX −D)) = deg(D) + 1 = 1.
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Note that
deg(KX −D) = −2− 0 = −2 < 0

by the above lemma. Thus, h0(X,OX(KX − D)) = 0 by Prop. 3.4 and hence, the
space H0(X,OX(D)) is non-empty. Now, let f ∈ H0(X,OX(D)). Then, there is
an effective divisor D′ on X such that D′ = (f) + D. Then, we have deg (D′) =

deg ((f)) + deg (D) = 0. But the only effective divisor with degree 0 is the zero
divisor. Therefore, (f) = Q − P . One can see that f ∗(0) = Q, where f ∗ is the
homomorphism induced by f . Applying Lemma 3.2, we get the following.

[k(X) : k(P1)] · 1 = deg (f ∗(0))

= deg(Q) = 1.

Therefore, the function fields k(X) and k (P1
k) are isomorphic. Since X and P1

k are
non-singular, it follows by [Har97, Proposition 6.7] that the two curves are isomor-
phic.
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4 Serre duality
The rest of this paper is devoted to proving the Serre duality. I will prove the
theorem by first finding a more concrete representation of H1(X,OX(D)) and then
constructing a perfect pairing between H1(X,OX(D)) and Ω (D), which will give us
the isomorphism.

4.1 Concrete representation of 1st cohomology
To prove the Serre duality, we do not want to directly work with the Čech cohomol-
ogy definition of H1(X,OX(D)). Instead we want to give a more concrete description
of H1(X,OX(D)) by finding some SES involving OX(D) and then taking the coho-
mology sequence of the SES. Since OX(D) is a subsheaf of the constant sheaf k(X),
one can simply consider the following SES.

0 OX(D) k(X) k(X)/OX(D) 0,

which yields the following exact sequence

H0(X, k(X)) H0(X, k(X)/OX(D)) H1(X,OX(D)) H1(X, k(X)).

But Prop. 2.14 implies that H0(X, k(X)) = k(X) and H1(X, k(X)) = 0 so that the
exact sequence simplifies to

k(X) H0(X, k(X)/OX(D)) H1(X,OX(D)) 0. (5)

Let us first try to understand the space H0(X, k(X)/OX(D)). An element of the
space is of the form ([fP ])P∈X , where [fP ] is the equivalence class of some fP ∈ k(X)

modulo OX(D)P . These elements are actually quite simple, because one can show
that the components [fP ] are zero almost everywhere. In other words, we can write
H0(X, k(X)/OX(D)) as a direct sum of stalks.

Lemma 4.1. For a divisor D on a curve X, the following equality holds.

H0(X, k(X)/OX(D)) =
⊕
P∈X

k(X)/OX(D)P .

Proof. I will first show the inclusion in forward direction:

H0(X, k(X)/OX(D)) ⊆
⊕
P∈X

k(X)/OX(D)P .

I need to check that the components [fP ] of some ([fP ])P∈X ∈ H0(X, k(X)/OX(D))

are non-zero for only finitely many P ∈ X. Thus, suppose ([fP ])P∈X ∈ H0(X, k(X)/OX(D)).
Firstly, the divisor D is non-zero only at finitely many points. The components [fP ]
may or may not be zero at those points, but I can ignore those points in any case
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since there are finitely many of them. Thus, assume P is a point where D(P ) = 0.
At such a point, the stalk OX(D)P is equal to the ring of germs with non-negative
order at P , which is of course the ring OX,P . Now, it is a basic result in algebraic
geometry that a rational function f ∈ k(X) on a curve X has negative order only
at finitely many points so that fP ∈ OX,P for almost all points P . Therefore, we see
that [fP ] = 0 for almost all points P .

Next I show the inclusion in the reverse direction:

H0(X, k(X)/OX(D)) ⊇
⊕
P∈X

k(X)/OX(D)P .

Thus, let ([fP ]P∈X) ∈
⊕

k(X)/OX(D)P . I want to show that the components [fP ]
form a global section of k(X)/OX(D). Let us fix an arbitrary point P ∈ X. I
want to find an open neighbourhood U 3 P and a section g ∈ k(X) such that
∀Q ∈ U, [fQ] = [g]. If I denote by P1, . . . , Pr the points where D is non-zero and by
Q1, . . . , Qs the points where the fQi have negative order, then there are two cases:

P 6∈ {P1, . . . , Pr, Q1, . . . , Qs }
)

Since P is none of the points P1, . . . , Pr, OX(D)P consists of all functions
f ∈ k(X) with non-negative order at P : ordP (f) ≥ 0. Since P is non of the
points Q1, . . . , Qs, fP ∈ OX,P . Therefore, fP ∈ OX(D)P so that [fP ] = [0].
Now, if we let U be the complement of the set {P1, . . . , Pr, Q1, . . . , Qs }, we
see that [fQ] = [0] for every rQ on U so that we can simply choose 0 ∈ k(X)

as the section on the open neighbourhood U .

P ∈ {P1, . . . , Pr, Q1, . . . , Qs }
)

First, denote Y = {P1, . . . , Pr, Q1, . . . , Qs } \ {P } and g = fP ∈ k(X). Next,
let S1, . . . , St be the points where the gSi have negative order. Then, let U
be the complement of Y ∪ {S1, . . . , St }. As above, [fQ] = [0] for all Q ∈ U

except for Q = P . But since the points Si are also included in the complement,
[g] = [0] away from P . Thus, [fQ] = [g] on U .

This direct sum can be expressed in the following way. Consider the vector space
R of families {rP}P∈X , where rP ∈ k(X) and rP ∈ OX,P for almost all points
P ∈ X. (Serre calls such a family a répartition [Ser12]). Then, define R(D) =

{ {rP}P∈X | ordP (rP ) ≥ −D(P ) }. It is clear that we have the following isomorphism.⊕
P∈X

k(X)/OX(D)P ∼= R/R(D).

Note that répartitions are easier to work with, because the components fP of some
section (fP )P∈X of k(X)/OX(D)must be related together so that the sections satisfy
sheaf axioms, whereas there is no such requirement for répartitions. Therefore, I will
make use of répartitions in the rest of the section.
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Now we can return to the SES (5) derived above and replaceH0(X, k(X)/OX(D))

by R/R(D):

k(X) R/R(D) H1(X,OX(D)) 0.

This exact sequence finally gives us the representation of the first cohomology group:
By exactness, the second map is a surjection such that its kernel is the image of k(X)

in R/R(D). By the first isomorphism theorem, we have

H1(X,OX(D)) ∼= R/ (R(D) + k(X)) .

The dual space H1(X,L (D))∨ is simply the space of linear functionals on R, which
vanish on R(D) and k(X).

4.2 Constructing a pairing
Next I will construct a bilinear form

〈−,−〉 : Ω (D)×H1(X,OX(D)) → k.

Recall that the space Ω (D) consists of differential forms ω such that (ω) ≥ D. Now,
define the bilinear form as follows.

〈ω, r〉 =
∑
P∈X

ResP (rPω),

where r = [{rP}P∈X ] ∈ R / (R(D) + k(X)). I must check that the map is well-
defined: only finitely many terms of the sum can be non-zero, and its value must be
independent of the representation modulo R(D) + k(X).

Firstly, ResP (rPω) can be non-zero only when P is a point such that D(P ) 6= 0

or rP 6∈ OX,P . Otherwise, rP , f ∈ OX,P , if we write ω = f dt where t is a local
uniformiser at P . This clearly implies that the coefficients of the terms of negative
degree in the series expansion of rPf are all zero. Secondly, given a repartition
r ∈ R(D), we have (rPω) = (rP ) + (ω) ≥ −D + D = 0 and thus ResP (rPω) = 0

by the same argument as above. Also, if r ∈ k(X), then 〈ω, r〉 = 0 by the residue
formula (Thm. 3.11).

Now, Serre duality will follow if we can show that the map

ιD : Ω (D) → H1(X,L (D))∨ : ω 7→ 〈ω,−〉

is a bijection. Every differential ω ∈ Ω (D) is indeed mapped to elements of
H1(X,L (D))∨ since they vanish on R(D) and k(X) by the arguments in the previ-
ous paragraph. In the proof of the bijectivity of ιD, I will diverge little bit from the
proof given by Serre, and I mix in ideas from [For81].

I will proceed to prove the bijectivity of ιD. The proof relies on the observation
that the spaces H1(X,L (D))∨ and Ω (D) form so called filtered families, which
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are tied together by ιD. In the proofs of injectivity and surjectivity we will “move
through the filtration” to derive the wanted results. Thus, let us make the following
observation. For any two divisors D1, D2 such that D1 ≥ D2, we have R(D1) ⊇
R(D2). Therefore, a linear functional vanishing on R(D1) will also vanish on R(D2)

so that H1(X,OX(D1))
∨ ⊆ H1(X,OX(D2))

∨. One can also see that if D1 ≥ D2,
then Ω (D1) ⊆ Ω (D2). Moreover, these inclusions trivially commute with ι• so that
the following square is commutative.

H1(X,L (D1))
∨ H1(X,L (D2))

∨

Ω (D1) Ω (D2)

i
D2
D1

ιD1
ιD2

(6)

Abstract nonsense ahead

The commutativity of this square shows that the maps ι• define a natural
transformation between the contravariant functors

Ω (−) , H1(X,L (−))∨ : Div(X) → k-Vect,

where Div(X) is the posetal category of divisors on X. Thus, not only do we
get an isomorphism of the vector spaces Ω (D) and H1(X,L (D))∨, but we also
get a natural isomorphism between the functors Ω (−) and H1(X,L (−))∨.

Now, the following lemma will let us “transport the problem along the filtration”.

Lemma 4.2. Suppose D1 and D2 are two divisors on X such that D1 ≥ D2.
Furthermore, let λ ∈ H1(X,L (D1))

∨ and ω ∈ Ω (D2). If iD2
D1
(λ) = ιD2(ω), then

ω ∈ Ω (D1) and ιD1(ω) = λ.

This lemma is effectively saying that if we can invert λ along ιD2 , then we can
invert it along ιD1 , when D1 ≥ D2.

Proof. Assume to the contrary that ω 6∈ Ω (D1). Then, there is a point P ∈ X such
that ordP (ω) < D1(P ). Now we can construct a répartition r = {rQ}Q∈X such that
rQ = 0 when Q 6= P and rP = 1/tordP (ω)+1, where t is a local uniformiser at P . We
have r ∈ R(D1), because

ordP (rP ) = − ordP (ω)− 1 > −D1(P )− 1 =⇒ ordP (rP ) ≥ −D1(P ).

Then,
λ(r) = iD2

D1
(r) = ιD2(ω)(r) =

∑
Q∈X

ResQ(rQω) = ResP (rPω).

Since ordP (rPω) = ordP (rP ) + ordP (ω) = − ordP (ω)− 1 + ordP (ω) = −1, we have
that λ(r) is non-zero. Therefore, λ doesn’t vanish on R(D1), which contradicts the
assumption that λ ∈ H1(X,L (D1))

∨.
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Injectivity of ιD follows easily from this lemma.

Proposition 4.3. The map ιD : Ω (D) → H1(X,L (D))∨ is an injection.

Proof. The map is injective if its kernel is trivial. Thus, suppose ιD(ω) = 0. Since
0 ∈ H1(X,L (D′))∨ for every divisor D′, ω ∈ Ω (D′) for every divisor D′ such that
D′ ≥ D by the above lemma. This clearly implies that ω must be zero.

Proving surjectivity is not quite as easy. Let us fix an element λ ∈ H1(X,L (D))∨.
I want to find a suitable divisor D′ with D′ ≤ D such that it is easy to invert λ
along ιD′ . But first I will introduce an extra degree of freedom, which I can work
with. Namely, I consider an arbitrary element ψ ∈ H0(X,OX(∆)) for some divisor
∆. This section induces a map

H1(X,OX(D −∆)) → H1(X,OX(D)) : [{rP}P∈X ] 7→ [{ψrP}P∈X ].

It is easy to check that this map is well-defined. Then, the dual map

H1(X,L (D))∨ → H1(X,L (D −∆))∨

is defined so that (ψf)(r) = f(ψr). Note that 1
ψ
∈ H0(X,OX((ψ))), and it induces a

mapH1(X,L (D −∆))∨ → H1(X,L (D −∆− (ψ)))∨ in the same way. If I now take
D′ = H1(X,OX(D−∆−(ψ))), the inclusion iD′

D : H1(X,L (D))∨ → H1(X,L (D′))∨

can be factored as follows.

H1(X,L (D))∨ H1(X,L (D −∆))∨

H1(X,L (D −∆− (ψ)))∨

ψ·

iD
′

D

1
ψ
·

Now, I will prove a result analogous to Lemma 4.2, which lets us “move along these
maps” induced by elements of H0(X,OX(D)).

Lemma 4.4. Suppose D1 and D2 are two divisors on X and ψ ∈ H0(X,OX(D2)).
Then, the following square commutes.

H1(X,L (D1))
∨ H1(X,L (D1 −D2))

∨

Ω (D1) Ω (D2)

ψ·

ψ·

ιD1
ιD2

Proof. Let ω ∈ Ω (D1) and r ∈ H1(X,OX(D1 −D2)). Then,

(ψ ◦ ιD1) (ω)(r) = 〈ω, ψr〉
=
∑
P∈X

Res(ψrP · ω)

= 〈ωψ, r〉 = (ιD2 ◦ ψ) (ω)(r).

Since this equality holds for every ω and r, we have ψ ◦ ιD1 = ιD2 ◦ ψ.
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Now I will invert ψλ along ιD−∆, which will finally let us prove the surjectivity
of ιD.

Lemma 4.5. Let λ ∈ H1(X,L (D))∨. Then, there is a divisor ∆, a section ψ ∈
H0(X,OX(∆)) and a differential ω ∈ Ω (D −∆) such that ψλ = ιD−∆(ω).

Proof. Let ∆ be an arbitrary divisor. The elements ψλ form a subspace

Λ =
{
ψλ | ψ ∈ H0(X,∆)

}
of H1(X,L (D −∆))∨. I will use a dimensional argument to show that Λ must
interesect with im(ιD−∆). Therefore, let us first find a bound for the dimension of
Λ. Consider the map

H0(X,∆) → H1(X,L (D −∆))∨ : ψ 7→ ψλ.

Claim. This map is an injection.

Proof. Assume for a contradiction that the kernel of this map is non-trivial so that
there is some non-zero ψ ∈ H0(X,∆) such that ψλ = 0. Note that the multiplication
map

H1(X,OX(D −∆)) → H1(X,OX(D)) : [{rP}P∈X ] 7→ [{ψrP}P∈X ]

is clearly surjective since for a repartition [{rP}P∈X ] ∈ H1(X,OX(D)), we have
[{1/ψ · rP}P∈X ] ∈ H1(X,OX(D −∆)). Thus, the dual map

ψ· : H1(X,L (D))∨ → H1(X,L (D −∆))∨

is an injection. But this is a contradiction, because we also have that ψ · 0 = 0.
Therefore, the kernel of the map H0(X,∆) → H1(X,L (D −∆))∨ is trivial, and
hence the map is injective. �

Now, this claim implies that dimΛ = h0(X,∆), and I can apply the cohomolog-
ical version of the Riemann-Roch theorem to get a bound

dimΛ ≥ deg∆− g + 1. (7)

Similarly, since ιD−∆ : Ω (D −∆) → H1(X,L (D −∆))∨ is an injection, we have
that

dim (im(ιD−∆)) = dim(Ω (D −∆)).

Using Lemm. 3.15, I can apply Riemann-Roch again:

dim (im(ιD−∆)) = h0(X,OX((ω)−D +∆)) ≥ deg((ω)−D +∆)− g + 1. (8)

Of course, I can also apply Riemann-Roch to OX(D−∆) to get h0(X,OX(D−∆))−
h1(X,OX(D −∆)) = deg(D −∆) − g + 1. Since ∆ was an arbitrary divisor, I can
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choose it so that deg∆ > degD. Then the zeroth cohomology group vanishes and
we are left with

h1(X,OX(D −∆)) = deg(∆)− degD + g − 1. (9)

Combining inequalities (7) and (8), we get the following:

dimΛ + dim (im(ιD−∆)) ≥ 2 deg(∆)− degD + deg(ω)− 2g + 2.

Again, since ∆ was arbitrary, we can make its degree large enough so that

dimΛ + dim (im(ιD−∆)) ≥ h1(X,OX(D −∆)).

Now, since the sum of the dimensions of these two subspaces is larger than the total
space, they must intersect.

Combining all these lemmas, the surjectivity of ιD follows.

Proposition 4.6. The map ιD : Ω (D) → H1(X,L (D))∨ is a surjection.

Proof. Fix an element λ ∈ H1(X,L (D))∨. Then, by Lemma 4.5, there is a section
ψ ∈ H0(X,OX(∆)) and a differential ω ∈ Ω (D −∆) such that ψλ = ιD−∆(ω).
Then,

λ =
1

ψ
(ψλ) =

1

ψ
ιD−∆(ω),

and by Lemma 4.4, this is
λ = ιD−∆−(ψ)(

1

ψ
ω).

Finally, Lemma 4.2 implies that 1
ψ
ω ∈ H1(X,L (D))∨ and that ιD( 1

ψ
ω) = λ, con-

cluding the proof.

Abstract nonsense ahead

This proof boils down to chasing the following diagram.

H1(X,L (D −∆))∨

H1(X,L (D))∨ H1(X,L (D −∆− (ψ)))∨

Ω (D −∆)

Ω (D) Ω (D −∆− (ψ))

ψ·
1
ψ
·

ιD

ιD−∆

ιD−∆−(ψ)

ψ·
1
ψ
·

We finally arrive at Serre Duality!
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Theorem 4.7 (Serre Duality). If X is an algebraic curve as in the previous section
and D is a divisor on X, there is an isomorphism

H1(X,L (D))∨ ∼= Ω(D)

of k-vector spaces.

Proof. Combining Propositions 4.3 and 4.6 shows that the linear map

ιD : Ω (D) → H1(X,L (D))∨

is a bijection so that it defines an isomorphism between the two spaces.
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