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Abstract

We study Maxwell’s equations on a 4-manifold where the electromagnetic
medium is modelled by an antisymmetric (3)—tensor with real coefficients.
In this setting the Fresnel surface is a fourth order polynomial surface that
describes the dynamical response of the medium in the geometric optics
limit. For example, in isotropic medium the Fresnel surface is a Lorentz
null cone. The contribution of this paper is the pointwise description of
all electromagnetic medium tensors x with real coefficients that satisfy the
following three conditions:

(i) medium £ is invertible,
(ii) medium k is skewon-free, or non-dissipative,
(iii) the Fresnel surface of k is the union of two distinct Lorentz null cones.

We show that there are only three classes of media with these properties
and give explicit expressions in local coordinates for each class.
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We will study Maxwell’s equations on an orientable 4-manifold N where
the electromagnetic medium is represented by a suitable tensor x on N.
We also assume that the medium is non-dissipative (or skewon-free). An
advantage of this formulation is that at each point in N, the medium may
depend on up to 21 real parameters. This freedom allows the modelling of
a wide array of different anisotropic behaviour including magneto-electric
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effects. In this setting, the Fresnel surface is a fourth order polynomial sur-
face that describes the dynamical response of the medium in the geometric
optics limit. Classically, the Fresnel surface can be seen as the analogue of
the dispersion equation, which parameterises signal speeds as a function of
direction [1, 2, 3]. For example, in isotropic medium the Fresnel surface is
a Lorentz null cone. In general the Fresnel surface is a fourth order surface
and can have multiple sheets and singular points.

From the above we see that there are two ways to describe an electromag-
netic medium: One description is the tensor  that prescribes the coefficients
in Maxwell’s equations. This is the information required to solve the initial
value problem for Maxwell’s equations. The second description is the Fres-
nel surface of x that gives the dynamical response of the medium for high-
frequency waves. If x is known we can compute the Fresnel surface by an
explicit equation (see equation (11) below). A less well understood problem
is the converse dependence, or inverse problem [4, 5]: If the Fresnel surface of
a medium is known at a point p € N, what can we say about the coefficients
in k|,7 In other words, if the behaviour of signal speed for an electromag-
netic medium is known, what can we say about the anisotropic structure of
the medium? In general, this relation is not well understood, and therefore
it is motivated to consider the problem under additional assumptions. The
purpose of this paper we study the special case when the Fresnel surface
is two distinct Lorentz null cones. For example, this is the characteristic
behaviour for signal speed in uniazial crystals like calcite (CaCO3). In such
media, propagation does not only depend on direction, but can also depend
on the polarisation of the wave. That is, the medium can be birefringent,
and each of the two Lorentz null cones describes the signal speed behaviour
for different modes of polarisation.

The main result of this paper is Theorem 2.1. It gives the complete
pointwise description of all medium tensors x with real coefficients for which

(i) medium « is invertible,
(ii) medium k is skewon-free, that is, non-dissipative,
(iii) the Fresnel surface of k is the union of two distinct Lorentz null cones.

We show that there are only three medium classes with these properties
and give explicit expressions in local coordinates for each class. The first
class is a generalisation of uniaxial medium. The second and third classes
do not seem to have been studied before. The second class has the peculiar
property that a wave can propagate with three different phase velocities in
the same direction.



Regarding the related problem of characterising media with a single
Lorentz null cone, see Section 1.2. For a further discussions and results
on the factorisability of the Fresnel surface, see [6, 7] and in 3 dimensions
[8, 9]. Of these [6], also studies the question in the presence of a skewon-
component.

The main idea of the proof is as follows. We will use the normal form
theorem by Schuller, Witte and Wohlfarth [10], which pointwise divides area
metrics into 23 metaclasses and gives explicit expressions in local coordinates
for each metaclass [10]. This result was also used in [11], and by [10] we
only need to consider the first 7 metaclasses. For each of these metaclasses,
the Fresnel surface can be written as F,(k) = {£ € R* : f(¢) = 0} for a
homogeneous 4th order polynomial f: R* — R with coefficients determined
by kl|p. By the assumption f factors as

f&) = [r(Of-(), €eRrY

where fi are quadratic forms fi: R* — R with Lorentz signatures. By
identifying coefficients we obtain a system of polynomial equations in co-
efficients of f and fi. In the last step we eliminate the coefficients in f4
from these equations whence we obtain constraints on f (and hence on &|,).
To eliminate variables we use the technique of Grébner bases, which is a
computer algebra technique for manipulating polynomial equations.

A limitation of Theorem 2.1 is that the explicit expression is only valid
at a point. The reason for this is that the normal form theorem in [10]
essentially relies on the Jordan normal form theorem for matrices, which is
unstable under perturbations. Another limitation is that we do not allow for
complex coefficients in £ which is common when working with time harmonic
fields.

This paper relies on computations by computer algebra. Mathematica
notebooks for these computations can be downloaded from the author’s
homepage.

1. Maxwell’s equations

By N we denote a 4 dimensional smooth manifold. Moreover, we will
assume that IV is orientable and oriented so an oriented atlas has been
fixed for V. Unless otherwise specified, all local coordinates for N will be
assumed to be compatible with this chosen atlas. All objects are assumed
to be smooth and real where defined. Let TN and T*N be the tangent
and cotangent bundles, respectively. For k& > 1, let A¥(N) be the set of



antisymmetric k-covectors, so that AL(N) = T*N. Also, let QF(N) be (]l“)—
tensors fields that are antisymmetric in their & upper indices and [ lower
indices. In particular, let Q¥(N) be the set of k-forms. Let C*°(N) be
the set of functions. The Einstein summing convention is used throughout.
When writing tensors in local coordinates we assume that the components
satisfy the same symmetries as the tensor.

1.1. Maxwell’s equations on a 4-manifold
By an electromagnetic medium on N we mean an antisymmetric (3)—
tensor £ € Q3(N). Then we can treat x as a map

k: QX(N) — Q*(N) (1)

and we say that fields I, G € Q?(N) solve the sourceless Mazwell’s equations
if

dF = 0, 2)
dGé = 0, (3)
G = k(F), (4)

where d is the exterior derivative on N. Equation (4) is known as the
constitutive equation and acts as the model for the electromagnetic medium.
In this model, the medium is assumed to be linear, smoothly varying and
with a pointwise response.

Let us make two comments regarding this formulation. First, since we
assume N to be oriented, we may assume that F,G and k are usual ten-
sors and not twisted tensors [1, 2]. Second, a key motivation for the above
formulation is that it allows us to write Maxwell’s equations with as little
mathematical structure as possible. For example, the above formulation is
independent of any geometric structure like a Lorentz metric. Therefore the
formulation is also known as the premetric formulation for electrodynamics.
In special cases, N may have a Lorentz metric that describes a gravitational
field. However, in the above formulation any such gravitational effects on
electrodynamics is assumed to be contained in k. For a systematic presen-
tation, see [1, 2].

Let {z'}3_, be coordinates for N. We can then write

0
9 oai’ (5)

1 .
Kk = in;fnda:l@)dxm@

F = Fj;jdr* @ d2’ and G = Gjjdx’ ® da’, whence equation (4) reads

1
Gi]’ = §K€;Frs. (6)



At each point on N, a general antisymmetric (g)—tensor k depends on 36
free real components. In coordinates, it will be convenient to represent these
components by a smoothly varying 6 x 6 matrix. To do this, let O be the
ordered set of index pairs {01,02,03, 23,31,12}. If I € O, we denote the
individual indices by I; and I». Say, if I = 31 then I, = 1. Let also
dx’ = dz™ A dz™. Then a local basis for Q2(N) is given by {dz”’ : J € O},
that is, by

{da® A dat, da® A da?, da® A da?, da? A da®, dad A dat, dat Ade?Yy, (7)
and equation (6) can be rewritten as

k(de’) = Z/{{dlj, J €0, (8)
1€eO

where fi{ = nil[‘];’. It follows that k is locally determined by components

{k{ : I,J € O}. By identifying O with indices {1,2,...,5,6} and treating
I as a row index and J as a column index, these components define a 6 x 6
matrix that we denote by (k7).

To understand the physical interpretation of the different components
in (k7)r, let us treat coordinate z¥ as the time variable on N. Then we
may locally decompose F' and G into temporal and spatial components and
write F = B+ EAdz® and G = D — H Ada? for suitable forms B, E, D, H.
If we further define

E = (Fio, Fho,F30), B = (Fa3, I, Fi2),

H = (Go1,Go2,Go3), D = (Ga3,G31,G12),
then equations (2)—(3) are the usual Maxwell’s equations in R? for vector
fields E, D, B, H. Moreover, equation (6) reads

o1 ,02 ,03] ,.23 ,31 12
kot Ko1 Ko1r | Ko1 o1 ko1

- (£42)(2)

where o7, B,€, 7 are suitably defined 3 x 3 matrices [2, Section D.1.7], and
! denotes the usual matrix transpose. In other words, the 6 x 6 matrices



in equation (9) represent the map (1) with respect to the basis (7). From
equation (9) we also see that —&/' correspond to the permittivity matrix,
%7t (when invertible) corresponds to the permeability matrix and matrices
% and 2 correspond the the magneto-electric effect [1, 2, 10, 12, 13].

The medium is called azion-free if trace x = 0 [2, 14]. In the main result
of this paper (Theorem 2.1) we will assume that x is skewon-free, that is,

k(u)Av = uAk(v), forall u,ve€Q3(N),

or in coordinates, &/ = &', B = %' and € = 2! for the matrices in
equation (9). This symmetry reduces x to only 21 free components at each
point [2]. Physically, such medium describe non-dissipative medium. For
example, in skewon-free medium Poynting’s theorem holds under suitable
assumptions.

Let us note that invertible skewon-free media are essentially in a one-
to-one correspondence with area metrics. See [10] and [15, Proposition 2.4].
Area metrics also appear when studying the propagation of a photon in a
vacuum with a first order correction from quantum electrodynamics [10, 16].
The Einstein field equations have also been generalised into equations where
the unknown field is an area metric [17]. For further examples, see [3, 10]
and for the differential geometry of area metrics, see [17, 18].

1.2. The Fresnel surface

Let x € Q3(N). In this section we define the Fresnel surface of %, which
describes the dynamical response of k in the geometric optics limit. If x is
locally given by equation (5) in coordinates {x'}7_, let

1 aias azi asj bibabsk bsbabsl

ikl
% @”blbz Kpgba NbsbeE

Earazazass
where ¢,..;, and ghln are the Levi-Civita permutation symbols. In overlap-
ping coordinates {Z* ?:07 these coefficients transform as

W) gobed IT 0 OF* 03

(10)

Zijkl
% = det(a’.fs 0 900 9b 9 0z

Components %ij M thus define a tensor density 4 on N of weight 1. The
Tamm-Rubilar tensor density is the symmetric part of ¢ and we denote
this tensor density by ¢ [1, 2, 5. In coordinates, ¥k = go(”kl), where
parenthesis indicate that indices ijkl are symmetrised with scaling 1/4!.
Using tensor density ¢, the Fresnel surface at a point p € N is defined as

Fy(k) = {€eTyN:97Hge,6.6 =0} (11)
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In each cotangent space, the Fresnel surface Fj,(k) is a homogeneous fourth
order polynomial surface, so it can have multiple sheets and singular points.
There are various ways to derive the Fresnel surface: by studying a propa-
gating weak discontinuity [1, 2, 19], using geometric optics [5, 20], or as the
characteristic polynomial of the full Maxwell’s equations [10]. Classically,
the Fresnel surface can be seen as the dispersion equation for a medium, so
that it constrains possible wave speed(s) as a function of direction.

By a pseudo-Riemann metric on N we mean a symmetric (g)—tensor g
that is non-degenerate. If N is not connected we also assume that g has
constant signature. By a Lorentz metric we mean a pseudo-Riemann with
signature (— + ++) or (+ — ——). At p € N we define the null cone for a
pseudo-Riemann metric g as the set

Np(g) = {£€TyN:g(£¢) =0}

If g is a pseudo-Riemann metric on N, then the Hodge star operator is
the (g)—tensor Kk = x, € Q3(N) with components

k9 = /|detg| ¢" " eaprs (12)

when « is written as in equation (5), g = g;jdr’ ® da’, det g = det g;; and
g is the ijth entry of (g;;)~!. One can show that *, is both skewon-free
and axion-free.

The importance of the Hodge star operator is that it gives a model for
isotropic electromagnetic medium. For example, if e, > 0 and g is the
Lorentz metric g = diag(;—;, 1,1,1) on R* then x = i*g is the medium
tensor for isotropic medium with permittivity € and permeability u. More
generally, we will say that x € Q3(N) is isotropic if k = fx, for a non-zero
function f € C°°(N) and a Lorentz metric g. For such an isotropic medium
k = fx4, we know that electromagnetic waves propagate along null-geodesics
of g. That is, the dynamical response of k is modelled by Lorentz geometry
and

Fp(k) = Np(g), p€N. (13)

The converse claim is that isotropic medium is the only skewon-free and
axion-free medium tensor x for which equation (13) holds for some Lorentz
metric g. This is a conjecture that has been formulated and studied in a
number of papers [1, 19, 21, 22, 23]. See also the book [2] by Hehl and
Obukhov. The conjecture has been proven in a number of cases: when
% = 0 (see equation (9)) by Obukhov, Fukui and Rubilar [19] and for a



special class of nonlinear media by Obukhov and Rubilar [23]. Also, on
the level of the Fresnel polynomial, Favaro and Bergamin [11] have shown
that isotropic medium (as defined above) is the only class of skewon-free
and axion-free medium tensors with a bi-quadratic Fresnel polynomial of
Lorentzian signature. For additional results and discussions, see also [2, 4,
5, 24, 25, 26]. In particular, we refer to [5] for a description on how the
argument below changes to characterising medium with one Lorentz null
cone. Let us here note that when the Fresnel surface decomposes into two
distinct Lorentz null cones, then Propositions 1.3 and 1.4 below show that
the Fresnel polynomial gijklfifjfkﬁl factors into two Lorentzian quadratic
forms that essentially are uniquely determined. However, if Fj,(k) is only
one Lorentz null cone, then only one Lorentzian quadratic factor is uniquely
determined up to scaling. Since the Fresnel surface only contains the real
roots, one can not determine the second factor from Fj(x) alone since it
could (without a further analysis [5]) be a positive definite factor like &3 +
€2 4+ €2 + &3, See [5, Example 4.2].

1.83. Fresnel surfaces that decompose into two Lorentz null cones

For the remainder of this paper, we will study medium tensors for which
the Fresnel surface can be written as the union of two Lorentz null cones.
Let us therefore make the following definition.

Definition 1.1. Suppose £ € Q3(N). At p € N we say that the Fresnel
surface of k decomposes into two Lorentz null cones if there exists Lorentz
metrics g and g_ defined in a neighbourhood of p such that

Fp(r) = Nplgy) U Np(g-) (14)

and Np(g+) # Np(g-).

Let us make two comments regarding this definition. First, we know
that two Lorentz metrics are conformally related if and only if their null
cones coincide [27]. The condition Nj,(g+) # Np(g—) thus excludes the case
F,(k) = Np(g+) which corresponds to a single Lorentz null cone. Second,
the typical example of a medium where the Fresnel surface decomposes into
two Lorentz null cones is a uniazial crystal like calcite. The characteristic
difference between isotropic media and uniaxial crystals is that the latter
show birefringence, that is, due to the multiple sheets in the Fresnel surface,
propagation speed can not only depend on direction of propagation, but also
on the polarisation of the wave.



In the next section we will prove Theorem 2.1, which shows that in
addition to uniaxial-type media there are two (and only two) additional
medium classes where the Fresnel surface decomposes into two Lorentz null
cones. We next collect three propositions that we will need in the proof of
Theorem 2.1. To prove of these propositions we will need some terminology
from algebraic geometry. If £k = R or k = C, we denote by k[x1,...,z,] the
ring of polynomials k™ — k in variables x1, . .., x,,. Moreover, a non-constant
polynomial f € k[z1,...,x,] is irreducible if f = wv for u,v € k[z1,...,xy]
implies that w or v is a constant. For a polynomial r € k[zq,...,xz,], let
V(r) ={x € k" : r(z) = 0} be the variety induced by r, and let (r) = {fr:
f € k[z1,...,2,]} be the the ideal generated by r. For what follows the
necessary theory for manipulating these objects can, for example, be found
in [28].

By a result of Montaldi [29], a Lorentz null cone can not contain a vector
subspace of dimension > 2. The next proposition generalises this result to
Fresnel surfaces that decompose into two Lorentz null cones.

Proposition 1.2. Suppose g+ are Lorentz metrics on a 4-manifold N. If
[' C TyN is a non-empty vector subspace such that I' C N(g+) U N(g-),
then dimI" < 1.

Proof. By [29, Proposition 2]) we may assume that g4 and g_ are not confor-
mally related. If dim I’ > 2, we can find linearly independent u,v € I' such
that span{u,v} C N(g4+)UN(g—). We may further assume that u € N(g4).
Let

U = {#eR:cosbu+sinfv g N(g-)}.

For w € T*N let us write ||w||? = g4 (w,w). If U is empty, then span{u, v} C
N(g—) and the result follows from the special case. Otherwise there exists
a 0y € U so that || cosfu + sinfv||? = 0 for all § in some neighbourhood
Iy 3 6g. Differentiating gives

([[o)|* = [Jul/?) - sin20 + g4 (u,v) - cos20 = 0, @€ .

N

By computing the Wronskian, it follows that 0 = |ju[|?> = |lv||? and g4 (u,v) =

0. Thus span{u,v} C N(g4+), but this contradicts [29, Proposition 2]. O

For two Lorentz metrics g and h we know that their null cones N(g) and
N (h) coincide if and only if g and h are conformally related [27, Theorem 3].
The next two propositions give an analogous uniqueness result for Fresnel



surfaces that decompose into two Lorentz null cones. Let us emphasize that
these results are pointwise. For example, in equation (15) the two sides have
different transformation rules.

Proposition 1.3. Suppose k € Q2(N), and the Fresnel surface of k de-
composes into two Lorentz null cones at p € N. If {at’ ?:0 are coordinates
around p, G7* are components for the Tamm-Rubilar tensor density for r,
and g+ = g+ ijdxi @ dxd are as in Definition 1.1, then

GGG = O (916&) (dMa&) atp, {&Y, eRY, (15)
for some C € R\{0}.

Proof. Let v: R* — R be the polynomial v(§) = Uk €66 for € =
(&), € R Then the following holds:

(x) f G = (Gij)§7j:0 € R**4 has Lorentz signature and if
{€eRY 1 4(€) =0} D N for N={¢ cR*: GY¢¢; =0} (16)

then there exists a quadratic form H = (HY )ijzo € R** such that
V(&) = (G&&) (HME&) for all £ € RY.

To see this, we may by changing coordinates and scaling assume that in-
clusion (16) holds for G = diag(—1,1,1,1). By insisting that inclusion (16)
holds for all £ € {0,41,4+v2,£v3}* N N we obtain linear constraints on
the coefficients in v. By eliminating variables in v using these constraints,
computer algebra shows that v has GY¢;¢; as a factor and (x) follows. For
a similar argument in Lorentzian geometry, see [30, Section I1.4].

From the above it follows that there are quadratic forms Hy = (HY )f’ =0
such that

V() = (gii &) (HY' 68
(g7&&)(HMg8), € e R4

By Proposition A.1 in Appendix A, g;igfiﬁj are irreducible over R, and
Proposition 1.2 implies that « is not constant. Hence unique factorisation
into irreducible factors [28, Theorem 5 in Section 3.5] implies that HY&¢&; is
irreducible if and only if H7¢¢; is irreducible. If HY£;¢; are reducible, then
F,(k) has a two dimensional subspace which contradicts Proposition 1.2.
Hence Hfg &&; are irreducible and since Np(g+) # Np(g—), unique factorisa-
tion implies that Hy are proportional to g+ and equation (15) follows. [
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Proposition 1.4. Suppose k € Q3(N) and the Fresnel surface of k decom-
poses into two Lorentz null cones at p € N as in equation (14). Then g4|p
and g_|, are uniquely determined up to scalings and permutations.

Proof. The result follows by Proposition 1.3, Proposition A.1 in Appendix
A, and since any polynomial has a unique decomposition into irreducible
factors [28, Theorem 5 in Section 3.5]. O

On N = R* let x be the (3)—tensor determined by the 6 x 6 matrix
k7)1 = diag(—1,1,0,—1,1,0). Then x is skewon-free and  has the Fresnel
1

surface
Fp(r) = {£eT;R*: &&i&és =0}, peR™ (17)

It is clear that F(x) has multiple decompositions into second order surfaces
and for k there is no unique decomposition as in Proposition 1.4.

1.4. The normal form theorem for skewon-free medium

In arbitrary coordinates, a general skewon-free medium depends on 21
free components. Next we state the normal form theorem by Schuller, Witte
and Wohlfarth [10] in a form sufficient for the present setting. This normal
form theorem shows that by choosing the coordinates suitably, the number
of free components at a point p € N can be reduced considerably. For our
application in Theorem 2.1, we may assume that x is invertible and the
Fresnel surface contains no 2-dimensional subspace. This will imply that
there are only 7 possible normal forms and each normal form depends only
on 2, 4 or 6 free parameters. This reduction of parameters will make the
computer algebra feasible in the proof of Theorem 2.1.

To formulate the theorem let us first introduce some terminology. Sup-
pose L: V — V is a linear map where V is an n-dimensional real vector
space. If the matrix representation of L in some basis is A € R™*" and
A is written using the Jordan normal form we say that L has Segre type
[ml ceemy kiky - ks@ when the blocks corresponding to real eigenvalues
have dimensions m; < --- < m, and the blocks corresponding to complex
eigenvalues have dimensions 2k; < --- < 2ks. Moreover, by uniqueness of
the Jordan normal form, the Segre type depends only on L and not on the
basis. For x € Q3(N) and p € N we define the Segre type of x|, as the
Segre type of the linear map Q?(N)|, — Q*(N)|,. By counting how many
ways a 6 X 6 matrix can be decomposed into Jordan normal forms, it follows
that there are only 23 Segre types for a @)—tensor. The main result of the
normal form theorem in [10] is to establish simple coordinate expressions for

11



each of these Segre types, or metaclasses, under the assumption that x|, is
skewon-free and invertible.

The below formulation of the normal form theorem in [10] is based on the
restatement in [15] but specialised to the setting of an orientable manifold.
The argument for excluding Metaclasses VIII-XXIII is Lemma 5.1 in [10].

Theorem 1.5. Suppose k € Q3(N) and p € N. If

(a) k has no skewon part at p,
(b) K is invertible at p,

(c) the Fresnel surface Fp(k) does not contain a two dimensional vector
subspace,

then there exists coordinates {x'}3_, around p such that the 6 x 6 matriz
(k7)1 that represents k|, in these coordinates is one of the below matrices:

e Metaclass I: (Segre type [111111])

ar 0 0 -5 0 0
0 a9 0 0 —,32 0
0 0 a3 O 0 -5

61 0 0 a1 0 0 (18)
0 B2 0 0 a O
0 0 53 0 0 Qs
e Metaclass II: (Segre type [2211])
(65) _Bl 0 0 0 0
ﬂl (05} 0 0 0 0
0 0 a O 0 —B
0 1 0 a1 61 0 (19)
1 0 0 —f a1 O
0 0 52 0 0 (0%)
e Metaclass III: (Segre type [33])
ap =B 0 0 0 O
fr ar O O 0 O
1 0 (05} 0 0 *ﬁl
0 0 0 a B 1 (20)
0 0 1 =61 a1 O
0 1 51 0 0 a1



e Metaclass IV: (Segre type [111111])

a 0 0 =61 O 0
0 (65) 0 0 —ﬁQ 0

=
=
Q
o
o
o
o oo
o

0
0 1 0 a1 51 0
1 0 0 *ﬁl a1 0
0 0

e Metaclass VI: (Segre type [111111])

ap 0 0 —-5; 0 0
0 as 0 0 a4 O

e Metaclass VII: (Segre type [111111])

ap 0 0 a4 O O
0 (%) 0 0 (0% 0
0 0 a3 0 0 oas

Yy 0 0 (65) 0 0
0 (0% 0 0 (%) 0
0 0 as 0 0 a3

In each matrixz the parameters satisfy ai,ao,...
and sgn By =sgnfBo = ---.

€ R7 /817/827“'

€ R\{0}

Proof. Let us first note that x|, can not have a Jordan block of dimension
d € {2,...,6} that corresponds to a real eigenvalue A € R\{0}. In the setting
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of area metrics, this is Lemma 5.1 in [10]. However, let us also outline a direct
proof. For a contradiction, suppose x|, has such a block. By considering
unit vectors in the normal basis, we can find non-zero ey, ea € A%(N)|, so
that k(e1) = Aep and k(ez) = Aeg + e1. Writing out k(e1) A ea = e1 A k(ez)
implies that e; Ae;y = 0, so eg = m1 A 12 for some linearly independent
m,n2 € AL(N)|,. If W = span{ni, 72}, then

W c {ae A (N),:EARENQ) =0}

for all £ € W whence Theorem 3.3 in [5] gives the contradiction W C F(k).
In the terminology of [10], it follows that |, must be in one of Metaclasses I-
VIIL. By [15] there are coordinates {z*}?_, around p (that are not necessarily
compatible with the orientation for N) such that the 6 x 6-matrix (7). that
represents x at p is given by one of matrices (18)—(24) for some a1, @, ... € R
and f31, B2, ... > 0. If coordinates 2 are compatible with the orientation of
N the claim follows. Let us therefore assume that coordinates z® are not
compatible with the orientation of N. For each metaclass, we then need to
find a coordinate transformation 2% — 7% such that (i) the transformation is
orientation reversing and (i) the transformation preserves the structure of
the matrix representation for the metaclass (while possibly exchanging the
signs of all 3;). If {#'}3_, are coordinates defined as 7* = J;xj for a 4 x 4

matrix J = (J;)ij, then suitable transformation matrices are

Metaclass I II IIT IV Vv VI VII
Transformation matrix J J Jo Joy S Jy J1 N
where J; = diag(—1,1,1,1) and Jo = diag(1,1,—1,1). O

2. Non-dissipative medium tensors with two Lorentz null cones
The next theorem is the main result of this paper.

Theorem 2.1. Suppose k € Q3(N) and suppose that at some p € N

(i) K|p has no skewon component,
(i3) k|, is invertible as a linear map A*(N)|, — A%(N)|p,
(i1i) the Fresnel surface F,(k) decomposes into two Lorentz null cones (see
Definition 1.1).

Then k|, must have Segre type [111111], [2211] or [111111].

14



L

g+

11

IV.

Metaclass I: If k|, has Segre type [111111], there are coordinates
{x%}3_, around p such that the matriz (k{)1; that represents k|, in
these coordinates is given by equation (18) for some ai,az,as € R
and 51)525 B?) € R\{O} with

ay =03, fP2=P03, sgnp =sgnf=sgnfs
and either a; # g or By # B2 or both inequalities hold. Moreover,
equation (14) holds for Lorentz metrics

1 1 -t
= diag (1,1,2 <D3 + /D3 4) '3 <D3:|: \/ D3 4)) ,

where Ds > 2 is defined by

(1 —a2)® + 87 + 3
5152 '
Metaclass II: If k|, has Segre type [2211], there are coordinates

{2%}3_, around p such that the matriz (k{)1; that represents k|, in
these coordinates is given by equation (19) for some a1, € R and

B1, P2 € R\{0} with

Ds (25)

a; =ag, [ =po.
Moreover, equation (14) holds for Lorentz metrics

1 0 0 B\ "

0 B 0 0
9 0 0 -8 0
B0 0 0

Metaclass IV: If k|, has Segre type [111111], there are coordinates
{2*}3_, around p such that the matriz (rk{)r; that represents k|, in
these coordinates is given by equation (21) for some ay, ag, oz, aq € R

and p1, B2 € R\{0} with

=y, Pr=P0, as#0, a3#aj.

Moreover, equation (14) holds for Lorentz metrics

1 1 -1
g+ = diag (1,2<—D1i\/D%+4>,2(—Dli@/D%+4>,—1> ,
where D1 € R is defined by

(a2 —a3)® + 35 — af

D
! Baoy

(26)
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Conversely, if k|, is defined by equation (18), (19) or (21) and o; and B;
satisfy conditions listed in cases I., I1. or IV., respectively, then k|, satisfy
properties (i)—(iii).

For an outline of the proof, see the introduction. The main mathematical
technique in the proof is to use the computer algebra technique of Grébner
basis to eliminate variables from systems of polynomial equations. In more
detail, suppose V' C C" is the solution set to polynomial equations f; =
0,...,fn = 0 where f; € C[z1,...,2,]. If I is the ideal generated by
fi,---, fn, the elimination ideals are the polynomial ideals defined as

I = INClzgit,...,zy), ke{0,...,n—1}

Thus, if (z1,...,2,) € V then p(xg41,...,2,) = 0 for any p € Iy, and Iy
contain polynomial consequences of the original equations that only depend
on variables xgy1,...,2,. Using Grobner basis, one can explicitly compute
Ij; [28, Theorem 2 in Section 3.1]. In the below proof, the computation of
Grobner bases has done using the built-in routine GroebnerBasis in Mathe-
matica.

Proof. In the below proof we will use the following index notation. If i €
{1,2,3}, then ¢/,4" are indices in {1, 2,3} such that {i,i,¢"} = {1,2,3} and
1" < i". For example, if i = 1, then i = 3 and if 7 = 3, then i’ = 2. Suppose
(1)-(iii) holds. Then Theorem 1.5 implies that x|, is of Metaclass I-VII,
and the proof divides into seven cases. In each case, there are coordinates
{2%}3_, such that (k{)rs at p is given by equation (18)—(24) for constants
«;, B; as in Theorem 1.5.

Metaclass I. We may exclude the possibility a3 = as = a3 and 81 =
B2 = (3 since that corresponds to a single Lorentz null cone. Let Dy, Dy be
defined as

(o — a3)? + B3 + 33

D B2/33 ’ 27
 (ag—a1)*+ B3+ pE
D2 = B351 ’ (28)

and let D3 be defined as in equation (25). Then D;, D9, D3 > 2, and by
applying an orientation preserving coordinate change, we may assume that
2 < D1 < D2 < D3. Since D1 == DQ = D3 =2 implies that a1 = i = (3
and 81 = B2 = B3, it follows that D3 > 2. Furthermore, since D1 = Dy = 2
implies that D3 = 2 we also have Dy > 2.
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The Tamm-Rubilar tensor density for x|, satisfies

CHikee 68 = &+ +& + & — Do&oéi&aés

3
+3 D (6365 — &567) (29)
i=1
where C = B16208s and Dy is given explicitly in terms of aq,..., s, and
implicitly Dg satisfies
D =4 (4+ DD;Ds — D} — D3 — D3). (30)

By Proposition 1.3, there are real symmetric matrices A = (AY )?,j:() and
B = (Bij)?,j:() such that

Clgifgeae = (€6-A-¢) (¢-B-¢), ¢eR. (31)

Writing out these equations shows that A°°B% = 1. Hence A% is non-zero,
and by rescaling A and B, we may assume that A% = 1. This substi-
tution simplifies the equations so that by polynomial substitutions we may
eliminate all variables in B and variable Dg. This results in a system of poly-
nomial equations that only involve Di, Do, D3 and the variables in A. By
eliminating the variables in A using a Grdébner basis, we obtain constraints
on D1, D5, D3 and these constraints imply that Dy = 2 and Dy = Dsg,
whence equation (30) implies that Dy = 0. The result follows since equa-
tion (31) holds with A = gfrl and B = g_!, where g+ are the matrices in
the theorem formulation.

Metaclass II. As in Metaclass I, there are matrices A and B such that
the Fresnel polynomial satisfies equation (31) (with C' = 1). As in Metaclass
I we can eliminate variables in B. Further eliminating all variables in A
using a Grobner basis implies that a1 = ag and 81 = (2. Then a direct
computation shows that equation (31) holds with A = gjrl, B = ¢g-! and
C = (1. Metrics g+ both have Lorentz signatures since det g+ < 0.

Metaclass ITI. Decomposing the Fresnel polynomial as in equation (31)
(with C' = 1) gives a system of polynomial equations for the variables in A,
B and k|,. Computing the Grobner basis for these equations implies that
p1 = 0. Thus k|, can not be in Metaclass III.

Metaclass IV. Let us first note that ay # 0 since otherwise we have
span{dz!|,,dz?,} C F,(x) which is not possible by Proposition 1.2. Then
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the Tamm-Rubilar tensor density satisfies

3
CHgMeg a8 = & —& — &+ & + Dobo&abals — D DikoE;
i=1
+DI6E + Dab16 — DsEles,

where C' = B162a4, Dy is determined explicitly in terms of aq, ..., B2, D1 is
defined in equation (26), D3 > 2 is defined in equation (25) and

(a1 —a3)? + 2 — a3
Broy

Do

By decomposing and eliminating variables as in Metaclass I, it follows that
that Dy = 0 and D3 = 2. Thus we have proven that a; = a9 and 81 = 5o
whence D; = Dy and equation (31) holds with A = gjrl, B=g ' and C as
above. Moreover, since det g+ < 0, metrics g+ both have Lorentz signatures.
Condition o # a3 follows since det k|, # 0.

Metaclass V. We may assume that as # 0, since otherwise we have
span{dz’|,}?_; C F,(k). Decomposing and eliminating variables as in Meta-
class I gives that 3 is purely complex and k|, can not be in Metaclass V.

Metaclass VI. We may assume that a4 and as are non-zero since oth-
erwise span{dz’, dz3} C F,(N) for some i € {0,1} as in Metaclass IV. Then
the Tamm-Rubilar tensor density satisfies

3
ClgMee s = &+ -8 — &+ Dobolibals — > Di&gE}

i=1

+D16562 — Daties — Dseles,

where C' = fraqas and Dy, D1, Do, D3 € R are defined in terms of o; and
B1. By decomposing the Fresnel tensor as in equation (31) and eliminating
variables using a Grébner basis, it follows that there exists a o € {£1} such
that

Dy=0, Di=02, Dy=—0Ds3,

and moreover, equation (31) holds for A = g;l, B = g~! and C as above,
where

1 1
g+ = diag (17—0,2 <JD3:|: \/@) ,5 (—D?,:FU\/m))

18
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These metrics satisfy det g+ > 0 for ¢ = 1 and ¢ = —1, so the metrics are
not of Lorentz signature. Since this contradicts Proposition 1.3 and unique
factorisation, it follows that x|, can not be in Metaclass VI.

Metaclass VII. We may assume that a4, as,ag # 0 since otherwise
span{dz'|,,dz?|,} C F,(k) for some i € {0,1,2} as in Metaclass IV. Then
the Tamm-Rubilar tensor density satisfies

3
Crgig a8 = G+ +E8 48+ Dobobi&als — > Dil&h + &8,

i=1

where C' = ayqasaq, constants Dy, Do, D3 € R are given by

i 2 _ 2 92
D, = (o2 0430)[5&6 ag a67 (32)
a1 —a3)? —a2 —a?
Dy = (1 30)[4% 4~ 6 (33)
2 2 2
a1 — — O —
Dy = (1 ’24% 4~ 5 (34)

and Dy € R is given explicitly in terms of «q,...,3s, and implicitly Dg
satisfies

D§ =4(—4+ D1D2D3 + D} + D3 + D3) . (35)

Decomposing the Tamm-Rubilar tensor density as in equation (31) and
eliminating variables using a Grobner basis, gives polynomial equations for
Dg, Dy, Dy, D3. Let us consider the cases Dy = 0 and Dy # 0 separately. If
Dy = 0, there exists an ¢ € {1,2,3} and a 0 € {£1} such that

Do = 0, Dz = —(72, Di/ = O’Di//, (36)

where the last condition is a consequence of equation (35). Suppose i = 1.
Then Proposition 1.3 implies that for some invertible symmetric matrices
A, B € R¥* with Lorentz signatures we have

(A€ (&-B-&) = (& Ly-¢)(¢-L_-¢), ¢ecCl (37

where matrices Ly € C*** are defined as
. 1 2 o 9
Ly = diag 1,0,5 —Dy£4/D5 —4 '3 —Dy£4/D35—4))(38)
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Since L4 are invertible, equation (37), Proposition A.1 in Appendix A and
unique factorisation imply that L4 are real and have Lorentz signatures.
Thus det Ly < 0, but this contradicts equation (38), which implies that

1 2
det Ly = (—DgidD%—él) > 0.

A similar analysis for ¢ = 2,3 shows that Dy = 0 is not possible. If Dy # 0
it follows that there exists 01,092,053 € {£1} and distinct 4,7,k € {1,2,3}
such that

1
Dy 75 0, D;=o012, Dj =092, Dp= 5 (—40‘102 + O‘3D0), (39)

where the last equation follows from equation (35). If (i,5) = (1,2) then k =
3 and Proposition 1.3 implies that for some invertible symmetric matrices
A, B € R*** with Lorentz signatures, equation (37) holds for matrices L €
C**4 defined as

1 0 0 i%

_ v Do+/03
N
0 F \(}g 3 —02 0

VDo
:t\/g\/% 0 0 0102

Since both sides in equation (37) should decompose into the same number
of irreducible factors, it follows that & - Ly - are irreducible in C[&, .. ., &3].
Thus equation (37) and unique factorisation imply that L are real and have
Lorentz signatures, so det Ly < 0. However, this contradicts equation (40)
which implies that

1 2
det Ly = <8D0 — 010'203) > 0.

The cases (i,7) = (1,3), (2,3) are excluded by the same argument by using
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metrics

1 V8
. 0 e 0 a/g@\%
+ = ’
i% 37 0109 0
D
0 :F\/g\/% 0 —02
VDo
jﬁ :I:\/g\/(?3 0
Do
Li _ :|:\/g\/E 0102 0 0 7
0 0 —o FYEE

respectively. Thus k|, can not be in Metaclasses VII.

The converse direction follows by computer algebra. For example, if k|, is
defined as in equation (21) we have det x|, = (a2 —a3)(a2+83) (a3 +53). O

3. Analysis of the three medium classes

In this section we give a more detailed analysis of the three medium
classes in Theorem 2.1. Let us first make four comments. First, it should be
emphasised that in Theorem 2.1, x is assumed to be real. For complex coef-
ficients in k, the setting becomes more involved. A chiral medium would be
an example of a physical electromagnetic medium, where the medium tensor
contains complex coefficients and for time harmonic fields, propagation is
determined by two Lorentz null cones. In such a medium, right and left
hand circularly polarised plane waves propagate with different wavespeeds
[13, 31]. However, (as a complex medium) it is not listed as a possibility
in Theorem 2.1. Second, the assumption that « is invertible is only used
to show that a3 # aj in Metaclass IV and to exclude Metaclasses VIII—
XXIII. Third, from a mathematical point of view it is interesting to note
that if we set o = 0 in equation (29) we obtain the ternary quartic studied
in [32] and for this polynomial, D2 in equation (30) is one of the factors in
the discriminant.

3.1. Relative configuration of the two Lorentz null cones

In Theorem 2.1 each of the three medium classes is parameterised by 2
or 4 scalar parameters in the normal form coordinates, but the configuration
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of the Lorentz null cones is parameterised by only one parameter; D3 > 2 in
Metaclass I, 51 € R\{0} in Metaclass I and D; € R in Metaclass IV. Here
D3 is defined by equation (25) and D; is defined by equation (26). Next
we consider the relative configuration of the two Lorentz null cones for each
metaclass in Theorem 2.1.

Metaclass 1.

Let us first note that by equation (25) we have D3 > 2. Thus inequalities
a1 # ag and (1 # B9 exclude the possibility D3 = 2, which would imply
that a1 = ag = ag and B = f2 = B3. Then k|, = —f1 *4 +a1 1d for the
locally defined Lorentz metric g = diag(—1,1,1,1), and |, models isotropic
medium with a possible axion component. For this medium the Fresnel
surface is the single Lorentz null cone Fy,(x) = Ny(g).

If we treat 20 as time and define E, D, B, H as in equation (9), then the
constitutive equation at p reads

—an 0 0 —p1 0 0
0 —az O 0 —p 0
H _ 0 0 —-as| O 0 —pe E
(D) - —B1 0 0 | o 0 0 ‘"\B/’ (41)
0 *[‘32 0 0 a9 0
0 0 _ﬁQ 0 0 (&%)

where we have incorporated the minus sign in equation (9) into the coefficient
matrix. Here the parameters satisfy a1, a0 € R, 51,82 € R\{0}, sgn 5 =
sgn B2 and [ # g or B1 # B2 or both inequalities hold].

This medium has permittivity matrix e = — diag(51, B2, B2), permeabil-
ity matrix p = —diag(1/51,1/P2,1/82), and a possible magnetic-electric
effect modelled by matrices +diag(a, a2, a2). When a3 = as = 0 and
B1, P2 < 0 the medium is usual uniazial medium, where wave propagation is
well understood [33, Section 15.3]. However, this medium class also allows
51, P2 > 0 whence the medium has negative permittivity and permeability.
For a1 4+ 23 # 0 the medium has an axion component.

For the medium in equation (41), the Fresnel polynomial %ijklﬁifjfk& is
a function of &, 1, &3 +£3. Tt is therefore motivated to set & = 0 whence we
can plot Fj(k) as a surface in R3. Figure 1 shows the relative configuration
of the two Lorentz null cones in Fj,(x) for different values of D3, where D3
is as in equation (25).

If metrics g+ are as in Theorem 2.1, so that equation (14) holds then
writing out g4 (&,&) & g—(&, &) = 0 implies that

Np(g+) N Ny(9-) = {&da'lp: &= £&, & =& =0}

22



Thus the intersection of the null cones N(g+) for Metaclass I is two distinct
lines through the origin in T7N. When p is time, it follows that the two
sheets of the Fresnel surface coincide on the &;-axis. See Figure 1. Such an
axis is also known as an optical azis (motivating the name uniaxial medium).

Figure 1: Relative configuration for the two Lorentz null cones in Metaclass I for D3 = 2.05
(left), D3 = 2.3 and Ds = 3 (right). The Lorentz null cones coincide when D3 = 2.

Metaclass 11.

Metaclass II in Theorem 2.1 is a subclass of the medium defined by
equation (19). To understand the relative configuration of N,(g+) in Fp(k)
let us first note that if we flip the sign of i, then N,(g4+) and Np,(g+)
exchange places. Let us therefore assume that 5, > 0. Since the Fresnel
surface does not depend on the axion component [2, equation (D.2.39)], let
us assume that trace k = 0, whence o = 0.

Instead of studying the medium in the coordinates given by the normal
form theorem [10], it will be useful to study the medium in coordinates
{z%}3_, where 7' = Z?:o Lijx? and L = (L;j) is the Jacobian matrix

-1

0 0 01 00 5(1-w) z5(1+w)
0 0 1 0 0 1 0 0
\{Q \/51 1 0 0 0
5B 0 0 0 0 1 1

for

w = y/1+453% (43)

(The motivation for these coordinates is that the latter matrix diagonal-
izes g+ and the former is a matrix that permutates coordinates and diago-
nalises the permittivity and permeability matrices in a plane where g1 are
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Euclidean.) Since det L > 0, it follows that 2 and Z* have the same orien-
tation. If we treat Ty as time as in equation (41) then in these coordinates
k|p represents the constitutive equation

N

0 0 0 |-% 0 0
0 0 2 0 —w—-2 0
<H> _ B 0 o0 0 0 0 —w <E>
D)  w| = 0 0 0 0 0 B/’
0 —w 0 0 0 0
0 0 —w+2| 0 -2 0

where 1 > 0 and w is as in equation (43). In Z'-coordinates, the medium
always has a magneto-electric effect, and the permittivity and permeability
3 x 3 matrices are both diagonal. Moreover, the permeability matrix is
always negative definite, and the permittivity matrix is negative definite for
w > 2, singular for w = 2 and indefinite for w € (0,2).

Computing the Fresnel polynomial %ijkl&gjﬁkfl shows that it is a func-
tion of &),El,gg + §§ As in Metaclass I, we project Fj,(k) onto EQ =0, and
we can plot F,(k) as a surface in R3. Figure 2 shows this projection for
three different values of ;. From these illustrations (or from metrics g+
directly) we see that the null cones N(g+) coincide in the limit 5 — oo.
A peculiar property of this medium is that it can have one, two, or three
phase velocities in the same direction. This is illustrated in Figure 3, which
shows the behaviour of the inverse phase velocity in one spatial plane.

If metrics g+ are as in Theorem 2.1, so that equation (14) holds then

Np(ng) N Np(g,) = {gidﬁwp : g() = gla 52 = 53 = 0}.

Thus the intersection of the null cones N(g+) for Metaclass II is one line
through the origin in T;N. When & is time, it follows that the two sheets

of the Fresnel surface coincide on the —i—é—direction, but not in the opposite
spatial direction. See Figures 2 and 3.

Metaclass 1V
Metaclass IV in Theorem 2.1 is a subclass of the medium defined by
equation (21). Treating 2° as time and writing the constitutive equation as
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Figure 2: Relative configuration for the two Lorentz null cones in Metaclass II for 51 = 0.2
(left), f1 = 0.8 and B, = 8 (right).

1F 1F 1F

0 0 0

-1h ‘ J o o-1h ‘ Jo-1h ‘ ‘
-1 0 1 -1 0 1 -1 0 1

Figure 3: Inverse phase velocity in the £1&2-plane for the media in Figure 2.

in equation (41) gives the constitutive equation

—a1 0 0 |=B 0 0

0 0 —Qy 0 0 Qs

where oy, a3 € R, 1,4 € R\{0} and a2 # a3. In these coordinates, the
medium has a magneto-electric effect unless a; = as = a3 = 0 and an axion
component unless 2a; + a3 = 0. The permittivity and permeability 3 x 3
matrices are always invertible, and one is always indefinite.

The Fresnel polynomial is a function of &y, £2 + €2, 3. We may therefore
plot the Fresnel surface in the same way as in Metaclass I. This is illustrated
in Figure 4 for three different values of D1 € R, where D1 is given by equation
(26).
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Figure 4: Relative configuration for Lorentz null cones in Metaclass IV for D1 = —3 (left),
D1 =0 and D; = 3 (right).

If metrics g+ are as in Theorem 2.1, so that equation (14) holds then

Np(g+) N Np(g-) = {&da'l,: & = £, & =& =0}

As in Metaclass I, the intersection of the null cones N(g4+) for Metaclass IV
is two distinct lines through the origin in T;N. When & is time, the two
sheets of the Fresnel surface coincide on the £3-axis. See Figure 4.
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Appendix A. Irreducible quadratic forms

The next proposition characterises when a quadratic form is irreducible
as a complex polynomial. This technical result was used in Section 1.3 and
in the proof of Theorem 2.1. In the proposition, adj Q) is the adjugate matrix
of all cofactor expansions of @, and &' is the matrix transpose.

Proposition A.1. Suppose Q € C*** is a symmetric non-zero matriz and

f € C[{Ov s 763] is the polynomial f(g) = gt ’ Q £ f07’§ = (507 s 753) S ct.
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Then f is irreducible in C[&,...,&s] if and only if adj @ # 0.

Proof. If f is not irreducible, then f = wwv for first order polynomials u,v €
Cl&o,...,&3]. Then u and v are linear, that is, u(0) = v(0) = 0. (To see
this, we know that f(0) = 0, so we may assume that u(0) = 0. For a
contradiction, suppose that v(0) # 0. Then df|y = 0 implies that du|y = 0,
but then u = 0, whence ) would vanish identically.) It follows that there
are nonzero vectors a,b € C" such that

&) = (£ -a)(-b)
_ §t-%(abt+bat)-£, el (A1)

Thus @ has rank 1 or 2, and by [34, Theorem 3.9.4] all 3 x 3 cofactor
matrices for () vanish whence adj @ = 0. Conversely, if adj @ = 0, then all
3 x 3 cofactor matrices for ) vanish whence ) has rank 1 or 2, and by [35,
Section 48] or [36, Theorem 12.3.6], there are non-zero a and b such that
equation (A.1) holds and f is not irreducible. O]

References
[1] G. Rubilar, Ann. Phys. 11 (2002) 717-782.

[2] F. Hehl, Y. Obukhov, Foundations Of Classical Electrodynam-
ics: Charge, Flux, And Metric, Progress in Mathematical Physics,
Birkh&auser, 2003.

[3] R. Punzi, F. Schuller, M. Wohlfarth, Classical Quantum Gravity 26
(2009) 035024.

[4] D. Rétzel, S. Rivera, F. Schuller, Phys. Rev. D 83 (2011) 044047.

[5] M. Dahl, arXiv: math-ph/1103.3118 (2011). Submitted. The present
paper references an updated version of this preprint available at http:
//www.math.tkk.fi/~fdahl/papers/Closure/Corrected.pdf. Since
this contains changes made after submission and referee comments, it
has not been placed on the arxiv.

[6] I.V. Lindell, L. Bergamin, A. Favaro, IEEE Trans. Antennas and Prop-
agation 60 no. 1 (2012) 367-376.

[7] S. Rivera, F. Schuller, Phys. Rev. D 83 (2011) 064036.

27



[8] A. Kachalov, J. Math. Sci. (N.Y.) 122 (2004) 3485-3501.
[9] M. Dahl, Progress In Electromagnetics Research 60 (2006) 265-291.

[10] F. Schuller, C. Witte, M. Wohlfarth, Ann. Physics 325 (2010) 1853—
1883.

[11] A. Favaro, L. Bergamin, Ann. Phys. 523 (2011) 383-401.

[12] T.H. O’Dell, The electrodynamics of magneto-electric media, North-
Holland, 1970.

[13] I.V. Lindell, A.H. Sihvola, S.A. Tretyakov, A.J. Viitanen, Electromag-
netic Waves in Chiral and Bi-Isotropic Media, Artech House, 1994.

[14] F.W. Hehl and Y.N. Obukhov, Phys. Lett. A 334 (2005) 249-259.
[15] M. Dahl, Int. J. Geom. Methods Mod. Phys. 9, Issue 5 (2012) 1250046.
[16] 1. Drummond, S. Hathrell, Phys. Rev. D 22 (1980) 343-355.

[17] R. Punzi, F. Schuller, M. Wohlfarth, J. High Energy Phys. 02 030
(2007).

[18] F. Schuller, M. Wohlfarth, Nuclear phys. B 747 (2006) 398-422.
[19] Y. Obukhov, T. Fukui, G. Rubilar, Phys. Rev. D 62 (2000) 044050.
[20] Y. Itin, J. Phys. A 42 (2009) 475402.

[21] Y. Obukhov, F. Hehl, Phys. Lett. B 458 (1999) 466-470.

[22] F.W. Hehl, Y.N. Obukhov and G.F. Rubilar, Ann. d. Phys. (Leipzig)
9 (2000) Special issue, SI-71-78.

[23] Y. Obukhov, G. Rubilar, Phys. Rev. D 66 (2002) 024042.

[24] C. Lammerzahl, F. Hehl, Phys. Rev. D 70 (2004) 105022.

[25] Y. Itin, Phys. Rev. D 72 (2005) 087502.

[26] V. Perlick, J. Math. Phys. 52 (2011) 042903.

[27] P. Ehrlich, Semigroup forum 43 (1991) 337-343.

[28] D. Cox, J. Little, D. O’Shea, Ideals, Varieties, and Algorithms,
Springer, 1992.

28



[29] J. Montaldi, Differential Geom. Appl. 25 (2007) 344-350.

[30] R.A. Toupin. FElasticity and electromagnetics, Non-Linear Continuum
Theories, C.I.M.E. Conference, Bressanone, Italy, pp. 203—-342, 1965.

[31] R.M. Kiehn, G.P. Kiehn, J.B. Roberds, Phys. Rev. A, 43 (1991) no. 10
5665-5671.

[32] H. Thomsen, Amer. J. Math. 38 (1916) 249-258.

[33] M. Born, E. Wolf, Principles of Optics, Cambridge University Press,
1980.

[34] H. Eves, Elementary matrix theory, Alyn and Bacon, 1966.
[35] M. Bocher, Introduction to higher algebra, Macmillan Company, 1907.

[36] L. Mirsky, An introduction to linear algebra, Clarendon Press, 1955.

29



