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1. Show that if in the conjugate gradient method one chooses the new direction to be

Sk+1 = _f/(Xk-}-l)T + Y&Sk,

vy = (f'(Xer1) = J'(Xk)) - f'(Xb11)
f'(xk) - (k) ’
then one gets the same sequence of points for quadratic functions as for the standard
conjugate gradient method.

where

Solution: If the points x; are constructed accroding to the standard conjugate gradient
method, then one of their properties in the case of a quadratic function is that f'(x;) -

f'(xk4+1) = 0. But then
(f'(Keg1) = F'(X)) - S (Khan) (k) - ' (Kega)

Fr(xe) - f(xx) PG fxk)
that is, in this case the method is actually the standard conjugate gradient method.

2. Show that if 0 < p < o < 1 and h is a continuously differentiable function on R such
that h is bounded from below and A’(0) < 0, then there is a number ¢ > 0 such that

h(t) < h(0) + tok(0),
()] < —oh(0).

Solution: First we observe that since 0 < p < 1 and &' is continuous, there exists a number
6 > 0 such that if |s| < ¢ then h'(s) < ph/(0). It follows by the mean value theorem that
if 0 < 7 <6 then h(7) < h(0) 4+ 7ph’(0). Now we let

to =inf{7 > 0| h(t) = R(0) + Tph'(0) }.

Since h'(0) < 0 and h is bounded from below, we know that {5 > 0 and by the argument
above we know that to > 6. If h'(¢y) > 0 there must, since A'(0) < 0, be some point ¢ €
(0,10) such that h'(¢) = 0 and this point satisfies the desired properties by the definition
of to. If h'(to) < 0 we choose t = ty and we have only to show that A'(tg) > —ph'(to).
To see that this is the case let g(s) = h(0) 4+ sph’(0) — h'(s). By the definition of ¢, we
know that ¢(s) > 0 when s € [0, %] and since g(to) = 0 it follows that ¢'(t¢) < 0. Thus we
conlcude that h'(tg) > ph'(0) which implies that |h/(to)| < —oh’(0) since h'(ty) < 0 and
oz>p=0.




3. Suppose that o € (0, %) and that one in the conjugate gradient method chooses the
new point X1 = Xi + ¢Sk so that

‘f,(Xk-l—l) : Sk‘ < —o f'(Xk) - sk
Show that one then has

/ .
_Z < <L

and
f/(Xk) “ Sk < 07
for all k£ > 0 unless f'(xx) = 0.

Solution: We use induction and since s = —f'(xg) we have f'(xg) - s < 0 unless one
starts at a critical point and
J'(%0) - 80 — 1

f(xo))*
so the claims hold for k& = 0.
Suppose the claims hold for ¥ = n. By the conjugate gradient method we have

=Sty

It follows by our assumptions that

f’(Xn+1)'Sn+1:_1 f’(Xn+1)'Sn - f’(Xn) Sn
() TR S T Tl

LI o(l — o™t 1 R
<-1+40) ol=-2+1+ :—2+7:—2+Za <0,

, l—0 1
7=0

where the last inequlaity follows from the assumption o < —. Similarly, we get

f’(Xn+1)'Sn+1:_1 f’(Xn+1)'Sn 1 f’(Xn) Sn
TEEE TR S T T

n—I—l) nt1l

L o(l—o 1 —ont
2_1_020]:_1_71—0 i — ——ZU

Thus the induction argument works and the proof is completed.

C1. Write a Matlab-function fun such that fun(x, W, dim, sigma;,sigmay,..) calcu-
lates the the output and intermediate results used by the backpropagation algorithm, when
all the weights and thresholds are collected in the vector W, the information about the
network is in the vector dim and the nodefunctions are sigma, etc.



