
Mat-1.3604 Stationary Processes.

Exercise 18.10. 2007 Tikanmäki/Valkeila.
We use the notation from lecture notes: η is a centered orthogonal
random measure, ν is the control measure of η, η is defined from (S,S)
to L2(Ω,F , IP). Usually S = IR, when time is continuous, or S = Z,
when time is discrete.

1. Let εk, k ∈ Z, be real valued white noise: IEεk = 0 and
IEε2

k = 1, and α ∈ IR with |α| < 1. Define process X by

Xk = αXk−1 + εk;

this is so-called autoregressive process of order one, AR(1).
What is the moving average representation of X? Since the
process X has a moving average representation, it is stationary.
Find CX(k) = IE (Xk+lXl)

1.
2. [Continuation] Find the best linear prediction of Xn+k based

on the white noise εn, εn−1, . . . , εn−m, where m > 0.
3. Let Xk, k ∈ Z be a stationary process with mean m. Show

that

1

n

n−1
∑

k=0

C(k) → 0 ⇔
1

n

n−1
∑

k=0

Xk → m in L2(IP);

here C(k) is defined as C(k) = IE [(Xk − m) (X0 − m)].
4. Let X be a discrete time real valued stationary process with

IEXk = 0 and Xk ∈ L4(IP). Let ĈN(m) be the sample (or
moment) estimator of the covariance kernel C(m), based on
observations X0, . . . , XN , (m < N):

ĈN(m) =
1

N − m

N−m−1
∑

k=0

Xm+kX̄k.

Show that the condition, as N → ∞,

1

N

N−1
∑

k=0

IE
((

Xn+kX̄k − C(n)
)

(XnX0 − C(n))
)

→ 0

is a necessary and sufficient condition for

IE|ĈN(m) − C(m)|2 → 0.

5. Compute the impulse response of the frequency response g(λ) =
1[a,b](λ).

1We have changed the convention here. Please see handouts for the week 5 for

the explanation
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6. Let h = h(λ, s) be a measurable function, h : IR × [a, b] → C

with −∞ < a < b < ∞, and measurability is with respect to
the product sigma-algebra on IR × [a, b]. Assume that

∫ b

a

∫

IR

|h(λ, s)|2ν(dλ)ds < ∞.

Show that then we have the following Fubini type of theorem:
∫ b

a

(
∫

IR

h(λ, s)η(dλ)

)

ds =

∫

IR

(
∫ b

a

h(λ, s)ds

)

η(dλ).


