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1. Assume that d > 1 and that o € B;°(R) is such that the closure of the set of
discontuities of o has Lebesgue measure 0 and o is not (almost everywhere equal to) a
(R?) where 1 < p < oc.

Solution: Under the given assumptions the set Sy(o) is dense in C(R?) and since C(R?) is
dense in LY _(R?) the claim follows.
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2. Define the operator Ay, by (Axf)(t) = f(t + h) — f(t) where A > 0 and assume that
f 1s an integrable function on every bounded interval. Show that f is a polynomial of
degree at most m if and only if A7*!f =0 for all & > 0.

Solution: Let f(t) = E;’;O a;t’. Then

(ArN)() =) a;((t+ kY —t),
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which is a polynomial of degree j — 1 we conclude that (Ayf) is a polynomial of degree
at most m — 1. Thus (A} f) is a polynomial of degree at most m — n and we get one part
of the claim by taking n = m + 1.

It is clear that if A,f = 0 for all A > 0, then f is a constant (and for this part no
integrability assumpitions are needed).

Assume for the moment that f is continuous. Suppose that we have already shown
that if A*f = 0 for all 2~ > 0 then f is a polynomial of degree at most m — 1. Suppose now
that A7t f = 0 for all A > 0. Denote be Ej, the operator (Ejf)(t) = f(t + k). It follows
that A, = E, — I. Since A7 f(t) = 0 for all ¢ and h we have E,ATf(t) = AT f(t)

and hence FE;, AT f(t) = A f(t) for all ¢, h, and j. Because Ay, = (Z;:é Ejh) Aj we

conclude that

and because

AT F(t) = k"Arf(t), teR, h>0, k>1.
Now define )
g(h,t) = [(AF N,
so that g(kh,t) = kg(h,t) when ¢t € R and h > 0. It follows immediately that g(rh,t) =
rg(h,t) for all rational positive r, and by continuity for all » > 0. Thus we conclude that

[(ARN@)] = R [(ATHE)],
and since (A7 f)(t + k) = (ELATf)() = (A7 f)(t) we conclude that [(ATf)(t+ k)| =
|(AT f)(t)]. Since h is arbitrary we see that |(A7 f)(t)| is a constant, and then we can,
again by continuity conclude that there is a constant ¢ susch that (A} f)(¢) = ch™. But
then it follows that A} (f — Ci—w,l) = 0 and the claim follows from the induction assumption.



If f is not apriori continuous we apply the argument above to the function ¢(t) =
fg f(s)ds and we note that Aflg(t) = tH_h A f(s)ds when j > 1.

3. Define the operator Ay, by (Axf)(t) = f(t+h)— f(t) where h > 0. Show that if pxo
is a polynomial of degree at most m for all infinitely many times differentiable functions
that are 0 outside [—1, 1], then ¢ * (A7) = 0 for all such functions ¢.

Solution: Since

(o (Aro))(t) = / p(t = s)(o(s + h) —o(s))ds

= /ch(t +h—(s+h))o(s+h)ds — /]1:: o(t — s)o(s)ds
= /]Ra(t +h—s)o(s)ds — /]Rc,o(t —s)o(s)ds = (Ap(p *0))(1),

we see that we also have

Apti(pxo) = o+ (A7 a).
If now ¢ * o is a polynomial of degree at most m we know that A}**' (¢ * o) = 0 and the
claim follows immediately.

4. Show that if ¢ * o is a polynomial of degree at most m for all infinitely many times
differentiable functions that are 0 outside [—1, 1] then o is (almost everywhere equal to)

a polynomial of degree at most m.
Hint: One can use distribution theory for this or one can choose as the function ¢ the

function ¥)(t) = Mp(At) where A > 1 and ¥(t) = 0 when |t| > 1, then let A — oo and use
the exercises above.

Solution: If ¢ * o is a polynomial of degree at most m, then ¢ x (A7) = 0 and by
choosing ¢ to be the function ¥(¢) = A\t»(At) we conlcude when A — oo that A7*'o =0
almost everywhere. But since this is true for arbitrary h, we conlcude that ¢ must be
(almost everywhere equal to) a polynomial of degree at most m.




