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1. Assume that d > 1 and that o € B;°.(R) is such that the closure
of the set of discontuities of ¢ has Lebesgue measure 0 and o is not
(almost everywhere equal to) a polynomial. Show that S,(o) is dense
in L (R?) where 1 < p < oc.

loc

2. Define the operator Ay by (Anf)(t) = f(t+h)— f(t) where h > 0.
Show that f is a polynomial of degree at most m if and only if A7 f =
0 for all A > 0.

3. Define the operator A, by (Anf)(t) = f(t+h)— f(t) where h > 0.
Show that if ¢ * o is a polynomial of degree at most m for all infinitely
many times differentiable functions that are 0 outside [—1, 1], then
@ * (A7 o) = 0 for all such functions ¢.

4. Show that if ¢ * o is a polynomial of degree at most m for all
infinitely many times differentiable functions that are 0 outside [—1, 1]
then o is (almost everywhere equal to) a polynomial of degree at most

m,
Hint: One can use distribution theory for this or one can choose as the
function ¢ the function ¥\(t) = AMp(At) where X > 1 and (t) = 0

when |t| > 1, then let A\ — oo and use the exercises above.



