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1 Introduction

The maximum principle is an important feature of scalar second-order elliptic equations that distinguishes them from higher order equations and systems of equations (cf. [10, 40]). The principle, in its simplest form, was first discovered for harmonic functions: any nonconstant harmonic function $u$ (i.e. $\Delta u = 0$) takes its minimum and maximum values only on the boundary $\partial \Omega$ of any bounded domain $\Omega$ in which $u \in C(\overline{\Omega})$,

$$\min_{s \in \partial \Omega} u(s) < u(x) < \max_{s \in \partial \Omega} u(s) \quad \forall x \in \Omega. \tag{1}$$

The relation (1) gives, in fact, an a priori estimate for $u(x)$ in $\Omega$ via its values on $\partial \Omega$.

Later, (continuous) maximum principles (denoted by CMPs from now on) were formulated for various second order boundary value problems (BVPs) (see, e.g., [10, 24, 26, 27, 30]). For convenience of presentation, in what follows we introduce the following simple BVP of elliptic type

$$-\Delta u + au = f \quad \text{in} \quad \Omega \quad \& \quad u = g \quad \text{on} \quad \partial \Omega, \tag{2}$$

where the constant coefficient $a \geq 0$, $f$ and $g$ are given functions.

The paper [39] by R. Varga in 1966 was the first publication (to the authors’ knowledge) devoted to the construction of discrete analogues of maximum principles, usually called discrete maximum principles (DMPs). In short, that paper deals with the case $f \equiv 0$ in (2), and analyses CMP & DMP in the following forms

$$\max_{x \in \Omega} |u(x)| \leq \max_{s \in \partial \Omega} |g(s)| \quad \& \quad \max_{i=1,\ldots,N} |u_i| \leq \max_{j=1,\ldots,N^\partial} |g_j|,$$

where $u_i$ are values of the finite difference (FD) solution at interior nodes, $g_j$ are values of $g$ at boundary nodes, and $N^\partial$ denotes the number of boundary nodes. Sufficient conditions for the validity of the above DMP were given in [39] in terms of the matrix appearing in the FD discretization.

However (cf. [24]), for problem (2), the corresponding CMP, in fact, takes a more sophisticated form

$$\max_{x \in \Omega} u(x) \leq \max\{0, \max_{s \in \partial \Omega} g(s)\}, \quad \text{or} \quad \max_{x \in \Omega} u(x) = \max_{s \in \partial \Omega} g(s), \tag{3}$$

provided the sign-condition $f \leq 0$ holds. Therefore, later, in works by Ciarlet [6] and Ciarlet & Raviart [7] (of 1970 and 1973, respectively), a more adequate form of DMP adopted to the maximum principle (3) was proposed for FD and finite element (FE) approximations. In particular, for linear simplicial finite elements it states

$$\max_{x \in \Omega} u_h(x) \leq \max\{0, \max_{s \in \partial \Omega} g_h(s)\}, \quad \text{or} \quad \max_{x \in \Omega} u_h(x) = \max_{s \in \partial \Omega} g_h(s), \tag{4}$$

where $u_h$ is a FE solution and $g_h$ is a continuous piecewise linear approximation of $g$. In both papers several sets of sufficient conditions providing
the validity of DMP (4) were given. In particular, in [7] simplicial meshes and piecewise linear continuous FE approximations were used, and for the first time sufficient geometric conditions of nonobtuseness or acuteness of triangular elements (depending on the coefficient $a$) were obtained.

Later, various generalizations of the above mentioned results were done. Thus, Lorenz [28] in 1977 and Höhn & Mittelmann [12] in 1981 made attempts to derive similar geometrical conditions under which relevant DMPs hold for approximations obtained with the help of higher order finite elements. Unfortunately, even for the simplest case ($a \equiv 0$ & $f \equiv 0$ in (2)), their (sufficient) conditions on the triangular meshes turned out to be very stringent (only right or equilateral triangles are allowed) and, thus, hardly employed in real computations. However, in a very recent work by Solín & Vejchodský [35] a new attempt to consider some weaker form of DMP for higher order finite elements is done for 1D case.

Further, Christie & Hall [5] in 1984 considered the case of bilinear FE approximations for problem (2) with $a \equiv 0$ & $f \equiv 0$. In fact, the notion of non-narrow rectangular element was introduced there as a sufficient geometric condition for the corresponding DMP to hold.

Next efforts in the analysis of DMPs were done by Králek & Qun Lin [20] in 1995. For $f \leq 0$ and a sufficiently smooth function $b$ ($0 < \mu_0 \leq b \leq \mu_1$) they considered the following 3D nonlinear elliptic problem:

$$-\text{div} \left( b(x,u,\nabla u)\nabla u \right) = f \quad \text{in} \quad \Omega \subset \mathbb{R}^3 \quad \& \quad u = 0 \quad \text{on} \quad \partial\Omega,$$

for which the corresponding CMP and DMP take the form $u \leq 0$ and $u_h \leq 0$ (for linear elements), respectively. In addition, the effect of quadrature rules was analysed there and DMP was proved under the condition of nonobtuseness of the tetrahedral meshes used.

In all the above mentioned papers, only the cases of linear problems (besides [20]) with pure Dirichlet boundary conditions were analysed. Then, Karátson & Korotov [14, 15] in 2005 considered a more general case of second-order nonlinear elliptic problems with mixed boundary conditions in arbitrary space dimension. They formulated and proved the corresponding CMPs and DMPs (also taking into account the effect of numerical integration).

The present paper is organized as follows. In Section 2 we introduce a nonlinear elliptic problem with mixed boundary conditions which is of more general type than those analysed in [15] and [20], and formulate the corresponding CMP. In Section 3 the relevant FE discretization scheme is shortly described. In Section 4 we formulate sufficient conditions under which the corresponding DMP holds. In Section 5 we consider examples of simplicial and block meshes and, in particular, show that $Q_1$-block elements in higher dimensions do not yield irreducibly diagonally dominant stiffness matrix even for the Poisson equation. In Section 6 we discuss various weakening conditions.

Other works devoted to various aspects of DMPs and related issues include [1], [8], [13], [21], [22], [31], [32], [33], and [34]. Several examples of
real-life problems for which the validity of DMP is essential are given, e.g., in papers [3], [14], [25], and [37]. Finally, let us point out that if the DMP is not valid, then some pathological nonphysical situations may appear. For instance, the numerical heat could flow from colder parts of the body to hotter parts (see [22]).

2 The continuous problem and maximum principle

We consider the following nonlinear elliptic boundary value problem with mixed boundary conditions:

\[
\begin{align*}
-\operatorname{div}(b(x,u,\nabla u)\nabla u) &= f \quad \text{in } \Omega, \\
\frac{\partial u}{\partial \nu} &= \gamma \quad \text{on } \Gamma_N, \\
u &= g \quad \text{on } \Gamma_D,
\end{align*}
\]

where \( \Omega \) is a bounded polytopic domain in \( \mathbb{R}^d \) with Lipschitz continuous boundary \( \partial \Omega = \Gamma_D \cup \Gamma_N \), contained in a finite number of hyperplanes, \( \Gamma_D \) and \( \Gamma_N \) are relatively open sets in \( \partial \Omega \) such that \( \operatorname{meas}_{d-1} \Gamma_D \cap \Gamma_N = 0 \), \( \Gamma_D \neq \emptyset \), \( \nu \) denotes the outward unit normal, \( f \in L^2(\Omega) \), \( \gamma \in L^2(\Gamma_N) \), and \( g = g^*|_{\Gamma_D} \) with \( g^* \in H^1(\Omega) \). The function \( b \) is measurable and it satisfies \( 0 < \mu_0 \leq b(\cdot,\cdot,\cdot) \leq \mu_1 \). Problem (5) is of more general type than those in [15] and [20].

We assume that (5) has a unique weak solution \( u \in H^1(\Omega) \) such that

\[
u = g \quad \text{on } \Gamma_D \quad \text{in the sense of traces, and}
\]

\[
\int_{\Omega} b(x,u,\nabla u) \nabla u \cdot \nabla v \, dx = \int_{\Omega} f v \, dx + \int_{\Gamma_N} \gamma v \, ds \quad \forall v \in H^1_D(\Omega),
\]

where \( H^1_D(\Omega) := \{ v \in H^1(\Omega) \mid v = 0 \text{ on } \Gamma_D \} \). Sufficient conditions to guarantee a unique solvability of this problem are given, e.g., in [9], [10], [11], [24], and [29].

For the classical formulation of the CMP below, we assume hereafter that \( u \in C^1(\Omega) \cap C(\Omega) \) (see [10], [24] for sufficient conditions). If this fails to hold, then the results remain true by replacing all max and min by ess sup and ess inf, respectively, provided that \( g \) is bounded on \( \Gamma_D \).

The following CMP has been proposed and proved in [14] for the problem of the above type when \( b \) does not depend explicitly on \( u \). If the sign-conditions

\[
f(x) \leq 0 \quad \text{for a.e. } x \in \Omega \quad \text{and} \quad \gamma(s) \leq 0 \quad \text{for a.e. } s \in \Gamma_N,
\]

hold, then

\[
\max_{\partial \Omega} u = \max_{\Gamma_D} g.
\]
In [10, p. 206] a similar relation is proved also for $b$ dependent on $u$. A related nonnegativity result for linear problems is developed in [26].

In what follows, we shall analyse a natural discrete analogue to (9) of the form

$$\max_{\Omega} u_h = \max_{\Gamma_D} g_h. \quad (10)$$

Note that the corresponding minimum principle obviously holds if the sign conditions in (8) are reversed. Further, if $f$ and $\gamma$ are zero constants then both the the maximum and minimum principles are valid. That is, we have

**Corollary 1.** Let the weak solution $u$ of problem (5) satisfy $u \in C^1(\Omega) \cap C(\overline{\Omega})$. Then

1) If $f \geq 0$ and $\gamma \geq 0$, then $\min_{\overline{\Omega}} u = \min_{\Gamma_D} g$.

2) If $f = 0$ and $\gamma = 0$, then the ranges of $u$ and $g$ coincide, i.e., we have $[\min_{\overline{\Omega}} u, \max_{\overline{\Omega}} u] = [\min_{\Gamma_D} g, \max_{\Gamma_D} g]$.

### 3 FE discretization with quadratures

We shortly present the finite element discretization scheme for problem (5). Let $T_h$ denote a partition of $\overline{\Omega}$ into simplicial or rectangular finite elements. We assume that $\Gamma_D$ and $\Gamma_N$ have only a finite number of components and that the faces of elements lying on the boundary $\partial \overline{\Omega}$ are subsets of either $\Gamma_D$ or $\Gamma_N$. Further, by $S_h$ we denote the set of those faces of elements from $T_h$ which belong to $\Gamma_N$.

Using continuous basis functions $\phi_i$, $i = 1, \ldots, \bar{n}$, that are piecewise linear on each element, we define $V_h = \text{span}\{\phi_1, \ldots, \phi_{\bar{n}}\} \subset H^1(\Omega)$. The main properties of the basis functions are

$$\phi_i \geq 0, \quad i = 1, \ldots, \bar{n}, \quad \sum_{j=1}^{\bar{n}} \phi_j \equiv 1, \quad (11)$$

and that there exist nodal points (the mesh vertices) $B_i \in \overline{\Omega}$, $i = 1, \ldots, \bar{n}$, such that

$$\phi_i(B_j) = \delta_{ij}, \quad (12)$$

where $\delta_{ij}$ is Kronecker’s symbol.

Let for $i = 1, \ldots, n$ the basis functions $\phi_i \in H^1_D(\Omega)$, and let $\phi_{n+1}, \ldots, \phi_{\bar{n}}$ be those having nonzero values on $\Gamma_D$. Let the nodal points satisfy

$$B_{n+1}, \ldots, B_{\bar{n}} \in \Gamma_D. \quad (13)$$

We define $V_h^0 = \text{span}\{\phi_1, \ldots, \phi_n\} \subset H^1_D(\Omega)$. Further, let $g_h = \sum_{j=n+1}^{\bar{n}} g_j \phi_j \in V_h$ (with $g_j \in \mathbb{R}$) be the approximation of the function $g^*$. 
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The FE approximation $u_h$ is defined as a function satisfying the conditions

\[ u_h = g_h \quad \text{on} \quad \Gamma_D \quad \text{and} \quad \int_\Omega b(x, u_h, \nabla u_h) \cdot \nabla v_h \, dx = \int_\Omega f v_h \, dx + \int_{\Gamma_N} \gamma v_h \, ds \quad \forall v_h \in V_h^0. \]  

We look for $u_h$ in the form

\[ u_h = \sum_{j=1}^{\bar{n}} c_j \phi_j. \]  

For any $\bar{c} = [c_1, \ldots, c_\bar{n}]^T = [c, \tilde{c}]^T$, where $c \in \mathbb{R}^n$ and $\tilde{c} \in \mathbb{R}^{\bar{n}-n}$, $i = 1, \ldots, n$, and $j = 1, \ldots, \bar{n}$, we put

\[ a_{ij}(\bar{c}) = \int_\Omega b(x, \sum_{k=1}^{\bar{n}} c_k \phi_k, \nabla \phi_j) \cdot \nabla \phi_i \, dx, \quad d_i = \int_\Omega f \phi_i \, dx + \int_{\Gamma_N} \gamma \phi_i \, ds. \]  

However, in practice the integrals in (16) have to be computed numerically using certain quadratures. Thus, we approximate the integral $\int_\Omega \psi \, dx$ by the sum

\[ Q_1(\psi) := \sum_{T \in T_h} \text{meas}_d(T) \sum_{k=1}^K \omega_{T,k} \psi(x_{T,k}), \]  

where for each element $T \in T_h$ one chooses nodes $x_{T,k} \in T$ and weights $\omega_{T,k} \in \mathbb{R}$, $k = 1, \ldots, K$, such that $\omega_{T,k} > 0$ and $\sum_{k=1}^K \omega_{T,k} = 1$. We can similarly approximate the integral $\int_{\Gamma_N} \varphi \, ds$ by

\[ Q_2(\varphi) := \sum_{S \in S_h} \text{meas}_{d-1}(S) \sum_{\ell=1}^L \sigma_{S,\ell} \varphi(x_{S,\ell}), \]  

where for each face $S \in S_h$ one chooses nodes $x_{S,\ell} \in S$ and weights $\sigma_{S,\ell} \in \mathbb{R}$, $\ell = 1, \ldots, L$, such that $\sigma_{S,\ell} > 0$ and $\sum_{\ell=1}^L \sigma_{S,\ell} = 1$.

Thus, the integrals in (16) are replaced by

\[ \hat{a}_{ij}(\bar{c}) = Q_1 \left( b(x, \sum_{k=1}^{\bar{n}} c_k \phi_k, \nabla \phi_j) \cdot \nabla \phi_i \right), \quad \hat{d}_i = Q_1(f \phi_i) + Q_2(\gamma \phi_i). \]  

Now using the notations

\[ Q(\bar{c}) = \{ \hat{a}_{ij}(\bar{c}) \}, \quad i, j = 1, \ldots, n, \quad \bar{Q}(\bar{c}) = \{ \hat{a}_{ij}(\bar{c}) \}, \quad i = 1, \ldots, n, \quad j = n+1, \ldots, \bar{n}, \]  
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\[
q = [\hat{d}_1, \ldots, \hat{d}_n]^T, \quad \bar{q} = [g_{n+1}, \ldots, g_n]^T,
\]
we come to the nonlinear system
\[
\begin{bmatrix}
Q(\bar{c}) & \tilde{Q}(\bar{c}) \\
0 & I
\end{bmatrix}
\begin{bmatrix}
\bar{c} \\
\tilde{\bar{c}}
\end{bmatrix} =
\begin{bmatrix}
q \\
\bar{q}
\end{bmatrix},
\]
(21)
where \(I\) denotes the \((\bar{n} - n) \times (\bar{n} - n)\) identity matrix and \(0\) is the \((\bar{n} - n) \times n\) zero matrix.

**Remark 1.** If only the homogeneous Dirichlet boundary condition is considered, i.e., \(\bar{q} = 0\), then (21) reduces to a smaller system \(Q(\bar{c}) = q\). Such a system is considered in [20].

The vector-solution \(\bar{c}^* = [c_1^*, \ldots, c_n^*]^T\) of system (21) defines the approximate solution
\[
\hat{u}_h = \sum_{j=1}^{\bar{n}} c_j^* \phi_j.
\]
(22)

In general, we can consider quadratures defined as functionals
\[
Q_1 : PC(\Omega) \to \mathbb{R} \quad \text{and} \quad Q_2 : PC(\Gamma_N) \to \mathbb{R},
\]
(23)
where \(PC(\cdot)\) denotes piecewise continuous functions on the corresponding set. We define the following properties for \(r = 1, 2\):

(P1) \(Q_r\) is linear,

(P2) \(Q_r\) is monotone, i.e., if \(q_1 \geq q_2\) then \(Q_r(q_1) \geq Q_r(q_2)\),

(P3) \(Q_1\) is strictly positive on the subspace \(V^0_h\) in the sense that for any \(v_h \in V^0_h\),
\[
Q_1 (|\nabla v_h|^2) = 0 \quad \text{implies} \quad v_h \equiv 0.
\]

**Remark 2.** The exact integration satisfies the following well-known strict positivity property: if \(f \geq 0\) is a Lebesgue integrable function and \(\int_{\Omega} f \, dx = 0\), then \(f \equiv 0\) a.e. in \(\Omega\). In particular, if \(v \in H_D^1(\Omega)\) then \(\int_{\Omega} |\nabla v|^2 \, dx = 0\) implies \(v \equiv \text{const}\) and from the condition \(v|_{\Gamma_D} = 0\) we have \(v \equiv 0\) a.e., that is, the analogue of (P3) holds. Clearly, one cannot require the previous strict positivity for all integrable \(f\), since quadratures like (17) and (18) are zero for any function with support outside their nodes. Property (P3) is a natural requirement, since it ensures (together with (P1)) that the trace of the Sobolev norm in \(V_h\) under \(Q_1\), i.e.,
\[
\|v_h\|^2_{Q_1} := Q_1 (|\nabla v_h|^2),
\]
defines a norm on \(V_h\), induced by the inner product \(\langle u_h, v_h \rangle_{Q_1} := Q_1 (\nabla u_h \cdot \nabla v_h)\).
Proposition 1. Quadratures (17) and (18) satisfy properties (P1)--(P2). Further, all those quadratures (17) that are exact for polynomials of degree $2s - 2$, where $s$ is the maximum degree of the piecewise polynomials in $V_h^0$, satisfy property (P3).

Proof. (P1) and (P2) are obvious. Further, if (17) is exact for polynomials up to degree $2s - 2$, then $Q_1 (|\nabla v_h|^2) = \int_{\Omega} |\nabla v_h|^2 \, dx$, because $|\nabla v_h|^2$ has degree at most $2s - 2$. This being zero, as pointed out above in Remark 2, implies $v_h \equiv 0$. ■

Remark 3. Any quadrature (17) is exact for piecewise constant functions and hence, Proposition 1 is valid for piecewise linear finite element functions.

4 Discrete maximum principle

Definition 1. A square $n \times n$ matrix $M = (m_{ij})_{i,j=1}^n$ is called irreducibly diagonally dominant if it satisfies the following conditions [38]:

1) $M$ is irreducible, i.e., for any $i \neq j$ there exists a sequence of nonzero entries $\{m_{i_1,i_1}, m_{i_1,i_2}, \ldots, m_{i_s,j}\}$ of $M$, where $i, i_1, i_2, \ldots, i_s, j$ are distinct indices,

2) $M$ is diagonally dominant, i.e., $|m_{ii}| \geq \sum_{j \neq i} |m_{ij}|$, $i = 1, \ldots, n$,

3) for at least one subscript $i_0 \in \{1, \ldots, n\}$ the above inequality is strict, i.e.,

$$|m_{i_0,i_0}| > \sum_{j \neq i_0} |m_{i_0,j}|.$$ 

Now, we present a main theorem, on which various known results about discrete maximum principles are based (e.g., [6, 7, 14, 15, 20]). Let us consider a system of linear algebraic equations of order $(n + m) \times (n + m)$

$$\bar{A}\bar{c} = \bar{d}, \quad \text{where} \quad \bar{A} = \begin{bmatrix} A & \tilde{A} \\ 0 & I \end{bmatrix},$$

where $I$ is an $m \times m$ identity matrix, and $0$ is a $m \times n$ zero matrix (cf. (21)).

Theorem 1. Let $\bar{A}$ be a $(n + m) \times (n + m)$ matrix with structure as in (24). Assume that

(i) $a_{ii} > 0$, $i = 1, \ldots, n$,

(ii) $a_{ij} \leq 0$, $i = 1, \ldots, n$, $j = 1, \ldots, n + m$, $i \neq j$,
(iii) \[ \sum_{j=1}^{n+m} a_{ij} = 0, \quad i = 1, \ldots, n, \]

(iv) \( \mathbf{A} \) is irreducibly diagonally dominant.

If the vector \( \mathbf{c} = (c_1, \ldots, c_{n+m}) \in \mathbb{R}^{n+m} \) is such that \( (\mathbf{A} \mathbf{c})_i \leq 0, \quad i = 1, \ldots, n \), then

\[
\max_{i=1,\ldots,n+m} c_i = \max_{j=n+1,\ldots,n+m} c_j.
\]

(25)

For the proof see [6].

**Theorem 2.** Let the basis functions satisfy the following property:

\[
\nabla \phi_i \cdot \nabla \phi_j \leq 0 \quad \text{for any} \quad i = 1, \ldots, n, \quad j = 1, \ldots, \tilde{n}, \quad i \neq j.
\]

(26)

Then the matrix defined in (20)–(21), where quadrature \( Q_1 \) satisfies properties (P1)–(P3), has the following properties:

(i) \( \hat{a}_{ii}(\mathbf{c}) > 0, \quad i = 1, \ldots, n, \)

(ii) \( \hat{a}_{ij}(\mathbf{c}) \leq 0, \quad i = 1, \ldots, n, \quad j = 1, \ldots, \tilde{n}, \quad i \neq j, \)

(iii) \( \sum_{j=1}^{\tilde{n}} \hat{a}_{ij}(\mathbf{c}) = 0, \quad i = 1, \ldots, n, \)

(iv) there exists an index \( i_0 \in \{1, \ldots, n\} \) for which \( \sum_{j=1}^{n} \hat{a}_{i_0,j}(\mathbf{c}) > 0, \)

(v) \( \mathbf{Q}(\mathbf{c}) \) is irreducible.

**Proof.**

(i) From the assumption

\[
0 < \mu_0 \leq b \leq \mu_1,
\]

(27)

properties (P2)–(P3) of the quadrature rules and positivity of the basis functions over their supports, we have

\[
\hat{a}_{ii}(\mathbf{c}) \geq \mu_0 \quad Q_1 \left( |\nabla \phi_i|^2 \right) = \mu_0 \|\phi_i\|_{Q_1}^2 > 0.
\]

(ii) Let \( i = 1, \ldots, n, \quad j = 1, \ldots, \tilde{n} \) with \( i \neq j \). Then inequalities (26) and (27) imply \( b(x, u_h, \nabla u_h) \nabla \phi_i \cdot \nabla \phi_j \leq 0 \), hence by property (P2) we have \( \hat{a}_{ij}(\mathbf{c}) \leq 0. \)

(iii) For any \( i = 1, \ldots, n, \)

\[
\sum_{j=1}^{\tilde{n}} \hat{a}_{ij}(\mathbf{c}) = Q_1 \left( b(x, u_h, \nabla u_h) \nabla \phi_i \cdot \nabla \left( \sum_{j=1}^{\tilde{n}} \phi_j \right) \right) = 0,
\]

(28)

using (11) and property (P1).
(iv) We first verify that $Q(\bar{c})$ is positive definite. Let $p = (p_1, \ldots, p_n) \in \mathbb{R}^n$ and $v_h = \sum_{i=1}^{n} p_i \phi_i$. Then, by all three properties (P1)–(P3), we observe

$$Q(\bar{c})p \cdot p = \sum_{i,j=1}^{n} \hat{a}_{ij}(\bar{c}) p_i p_j = Q_1 \left( b(x, u_h, \nabla u_h) |\nabla v_h|^2 \right) \geq$$

$$\geq \mu_0 \ Q_1 \left( |\nabla v_h|^2 \right) = \mu_0 \left\| v_h \right\|^2_{Q_1} > 0$$

unless $p = 0$. Assume to the contrary that $\sum_{j=1}^{n} \hat{a}_{ij}(\bar{c}) = 0$ for all $i = 1, \ldots, n$. This means that $Q(\bar{c})$ carries the $n$-tuple of ones $[1, \ldots, 1]^T$ into the zero vector. This is impossible, since $Q(\bar{c})$ is positive definite and, hence, nonsingular.

(v) This follows in the same way as in [20]. Namely, suitable intersections of the supports of the basis functions $\phi_i$ define a usual partition of $\Omega$ into subdomains (here (11) ensures that the union of these subdomains is $\Omega$ indeed). For such triangulations the directed graph of the corresponding matrix $Q(\bar{c})$ is strongly connected, and, hence, the matrix is irreducible. ■

**Theorem 3.** Let conditions (i)–(v) of Theorem 2 hold and let

$$f(x) \leq 0, \ x \in \Omega, \ \text{and} \ \gamma(s) \leq 0, \ s \in \Gamma_N. \quad (29)$$

Then for the numerical solution $\hat{u}_h$ defined by (22) with quadrature rule $Q_2$ satisfying (P1)–(P2), it is valid that

$$\max_{\Omega} \hat{u}_h = \max_{\Gamma_D} g_h. \quad (30)$$

**Proof.** We verify that the conditions of Theorem 1 are satisfied for the system (21). Namely, conditions (i)–(iii) of Theorem 1 coincide with the statements (i)–(iii) of Theorem 2. Further, the three criteria of Definition 1 are also fulfilled, namely, $Q(\bar{c})$ is irreducible due to statement (v), and the two other criteria follow from statements (ii)–(iv) under the signs obtained in statements (i)–(ii). Finally, using (11) and (29), property (P2) of the quadratures and (19) imply that $\hat{d}_i \leq 0$ for all $i$, i.e., $q \leq 0$. Hence, (21) yields $Q(\bar{c})c + Q(\bar{c})\bar{c} \leq 0$ and thus, Theorem 1 states that

$$\max_{i=1, \ldots, \bar{n}} c_i^* = \max_{j=n+1, \ldots, \bar{n}} c_j^*. \quad (31)$$

Since $c_j^* = g_j$ for all $j = n + 1, \ldots, \bar{n}$, we obtain

$$\max_{i=1, \ldots, \bar{n}} c_i^* = \max_{j=n+1, \ldots, \bar{n}} g_j. \quad (32)$$

Then, using (22), we can prove (30). Namely, let $j_0$ be the subscript such that

$$c_{j_0}^* = \max_{j=1, \ldots, \bar{n}} c_j^*. \quad (33)$$
By (31) $j_0$ can be chosen so that $n + 1 \leq j_0 \leq \bar{n}$. Relations (12) and (22) imply
\[
\hat{u}_h(B_{j_0}) = \sum_{j=1}^{\bar{n}} c_j \phi_j(B_{j_0}) = c_{j_0}^*.
\]
Hence, (13) yields $B_{j_0} \in \Gamma_D$. Further, (11), (22), and (33) yield
\[
\hat{u}_h = \sum_{j=1}^{\bar{n}} c_j^* \phi_j \leq c_{j_0}^* \sum_{j=1}^{\bar{n}} \phi_j = c_{j_0}^*\]
pointwise on $\Omega$. Altogether, we have
\[
\max_{\Omega} \hat{u}_h = \hat{u}_h(B_{j_0}) = c_{j_0}^* = \max_{\Gamma_D} u_h = \max_{\Gamma_D} g_h.
\]

Corollary 2. Under conditions (i)–(v) of Theorem 2 the following results hold:

(1) If $f \geq 0$ and $\gamma \geq 0$, then $\min_{\Omega} \hat{u}_h = \min_{\Gamma_D} g_h$.

(2) If $f = 0$ and $\gamma = 0$, then the ranges of $\hat{u}_h$ and $g_h$ coincide, i.e., we have $[\min_{\Omega} \hat{u}_h, \max_{\Omega} \hat{u}_h] = [\min_{\Gamma_D} g_h, \max_{\Gamma_D} g_h]$.

5 Examples of FE meshes yielding DMP

5.1 Linear simplicial elements

In the case of linear finite elements, condition (26) allows a nice geometric interpretation. First, we can show that (see [2] for the proof)
\[
\nabla \phi_i \cdot \nabla \phi_j|_T = -\frac{\text{meas}_{d-1}(S_i) \cdot \text{meas}_{d-1}(S_j)}{d^2(\text{meas}_d(T))^2} \cos(S_i, S_j) \quad \text{for } i \neq j,
\]
where $T$ is a $d$-dimensional simplex with vertices $P_1, \ldots, P_{d+1}$, $S_i$ is the face of $T$ opposite to $P_i$, and $\cos(S_i, S_j)$ is the cosine of the interior angle between faces $S_i$ and $S_j$. Thus, in order to satisfy condition (26) it is sufficient if the employed simplicial mesh is nonobtuse (cf. [2, 7, 16, 17, 18, 20]).

5.2 Multi-linear block elements

Let $B = (0, b_1) \times (0, b_2) \times \ldots \times (0, b_d)$ be a $d$-dimensional block element with volume $b = \Pi_{i=1}^d b_i$. The $Q_1$-block finite element has $2^d$ local basis functions. For our purposes we shall deal only with some of them, namely, we set
\[
\phi^0(x_1, \ldots, x_d) = \frac{1}{b} \Pi_{i=1}^d x_i, \quad \phi^j(x_1, \ldots, x_d) = \frac{1}{b} (b_j - x_j) \Pi_{i \neq j}^d x_i \quad \text{for } j = 1, \ldots, d.
\]
It is easy to calculate the following entries of the element stiffness matrix

\[ a_{0j} = \int_B \nabla \phi^0 \cdot \nabla \phi^j \, dx = \frac{b}{3d-1} \left( \sum_{i \neq j}^{d} \frac{1}{2b_i^2} - \frac{1}{b_j^2} \right), \tag{37} \]

**Example 1** Let \( d = 2 \). Then

\[ a_{01} = \frac{b_1}{6b_2} - \frac{b_2}{6b_1}, \quad a_{02} = \frac{b_2}{6b_1} - \frac{b_1}{6b_2}. \]

From this we find that \( a_{01} \leq 0 \) and \( a_{02} \leq 0 \) if \( \frac{1}{\sqrt{2}} b_2 \leq b_1 \leq \sqrt{2} b_2 \). It is well-known [5] that this is a sufficient condition for the validity of DMP for bilinear rectangular elements, since the global stiffness matrix is monotone.

**Proposition 2.** If \( d = 3 \) and \( a_{0j} \leq 0 \) for \( j = 1, 2, 3 \), then \( B \) is a cube.

Proof: By (37), we see that \( a_{01} = \frac{b}{9} \left( \frac{1}{2b_2^2} + \frac{1}{2b_3^2} - \frac{1}{b_1^2} \right) \), etc. From this and the inequalities \( a_{0j} \leq 0, \ j = 1, 2, 3 \), we get relations

\[ b_1^2 b_2^2 + b_1^2 b_3^2 \leq 2 b_1^2 b_2^3, \quad b_1^2 b_2^2 + b_2^2 b_3^2 \leq 2 b_1^2 b_2^3, \quad b_1^2 b_3^2 + b_2^2 b_3^2 \leq 2 b_1^2 b_2^3. \tag{38} \]

Without loss of generality we may assume that \( b_1 \leq b_2 \leq b_3 \). Then from the last inequality of (38), we find that \( 2b_1^2 b_2^3 \geq b_1^2 b_2^3 + b_2^2 b_3^2 \geq 2b_1^2 b_2^3 b_1 b_2 \). Hence, \( b_1 b_2 \geq b_2^2 \). From this and the assumptions on \( b_i \), we obtain \( b_1 = b_2 = b_3 \). \[ \square \]

It is easy to calculate that the global stiffness matrix will be monotone for trilinear elements on cubes. However, for general block elements some off-diagonal entries are positive, which may destroy the validity of DMP.

**Remark 4.** For \( d \geq 4 \), we can never get \( a_{0j} \leq 0 \) for all \( j = 1, \ldots, d \) due to (37). However, using Kuhn’s decomposition (see [23]), each block can be subdivided into \( d! \) nonobtuse simplices and by (36) and Theorems 2 and 3 we get the validity of DMP. Another possibility would be to use a weakened form of DMP (cf. Section 6).

### 6 On weakening geometric conditions

DMP may also hold for continuous piecewise linear finite element approximations for elliptic problems under various weaker conditions on the simplicial meshes used. In particular, in certain situations, not too large obtuse interior angles in the simplices of the meshes are acceptable, see [19], [31], and [36, p. 78]. Then DMP holds even though some off-diagonal entries of the corresponding stiffness matrix are positive.

An interesting trick that helps to avoid any geometric restrictions on the mesh, in order to provide the validity of the DMP, is proposed in [4]. However, even for simple linear problem the discretization scheme becomes nonlinear, and moreover, it is not clear if the approximate solution obtained due to this scheme is unique.
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