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Abstract: We consider dynamical systems defined on graph structures. The dynamics on the
edges are governed by partial differential equations that are interconnected at the graph vertices
through algebraic conditions involving the boundary conditions of the PDEs. We show that a
variety of such wave propagation problems on networks are solvable (forward in time) and energy
passive or conservative — given that the governing PDEs are solvable on the separate edges.
We treat these problems in the operator theoretic boundary control system framework.
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1. INTRODUCTION

Wave propagation problems in networks arise in many
fields of technology. Let us give a brief list of possible
applications with references:

e Acoustics: see, e.g., Hannukainen et al. (2007) study-
ing the acoustics of the human vocal tract that can
be considered as a Y-shaped graph;

e Mechanics: see, e.g., Mei and Mace (2005) where
the wave propagation problem in Timoshenko beam
structures is studied. In particular, the jointed beams
and beams with parameter discontinuities can be
regarded as network systems;

e Electrodynamics: see, e.g., Gorbachuk and Gor-
bachuk (1991); Malinen and Staffans (2007) where
the transmission line equations are formulated as a
boundary control system.

In this paper we show that a variety of wave propagation
problems on networks are solvable (forward in time) and
energy passive or conservative. These problems are given
in terms of partial differential equations that are intercon-
nected through certain algebraic conditions involving the
boundary conditions of these PDEs. The contribution of
this paper is to show that if all of the single PDEs are
solvable and energy passive (or conservative) then also the
interconnected PDE-system is solvable and energy passive
(respectively, conservative).

In more technical terms, we formulate the subsystems
of the network as distributed parameter boundary control
systems (BCS) that are an operator theoretic framework
for treating problems concerning PDEs to which control
action is inflicted through boundary conditions. In this
framework, the interconnections between the subsystems
become algebraic conditions in terms of the subsystems’
input and output operators, of which we only require
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that they are of compatible dimensions. We then show
that the interconnections can be constructed so that
the composed systems are always solvable and energy
passive/conservative.

The background on boundary control systems is covered
in Section 2. The concept of a transmission graph, that
is, a composition of BCSs, is presented in Section 3. In
Section 4, we present three elementary operations, by
which it is possible to synthesise any transmission graph
structure from more simple subsystems. These elementary
operations preserve solvability and energy (in)equalities
— also when applied iteratively, see Theorem 6, the main
result of this paper. This theorem can also be regarded as
Nyquist’s criterion for passive boundary control systems:
any composition of passive BCSs is also a passive BCS.

Our results are illustrated by Webster’s equation on a
simple graph shown in Fig. 1. Next, in Section 1.1, we shall
formulate a subsystem of this structure (that is, Webster’s
equation on a line) as a boundary control system. The
example is revisited in Section 4.4 where we first formulate
the composed system as a transmission graph and then
show how this example graph is reconstructed using the
three elementary operations.

All the proofs in this paper are only briefly outlined. For
complete proofs, we refer to Aalto and Malinen (2010),
as well as for details of our example. Our approach is
based on results of Malinen and Staffans (2006, 2007)
on boundary control systems. Other related work includes
Staffans (2005) and Weiss (1994) who study the feedback
theory for (regular) well-posed linear systems. Similar
approaches for composing conservative linear systems can
be found in Villegas (2007), Cervera et al. (2007), Kurula
et al. (2010), and Derkach et al. (2006).

1.1 Webster’s equation on a graph

Let us consider the following example from acoustic wave
propagation. Given the interconnection graph in Fig. 1,



the longitudinal wave propagation on its edges (i.e., wave
guides) is described by the dynamics of the velocity
potential ©7), governed by
2l 2 9 o)
——(x,t) = Ai(x)———(x,t 1
o0 = 1 (M0 @n) )

where ¢t € RT, 2 € [0,L,], and L; is the length of the
wave guide. The distributed parameters A;(-) > 0 can be
understood as the cross-sectional areas of the wave guides.
The index j = A, ..., D refers to the index of the edge,
and the arrows in Fig. 1 show the positive direction of
the parametrisation = € [0, L;]. To the vertices ABD and
BCD we impose Kirchhoff law type coupling (boundary)
conditions (take vertex ABD for example):

A B D
W = 2 0 = 2 (L),
A2 (L0t 450 2 0,1 @)
+AD(LD)81§;D) (Lp,t) =0.
We remark that velocity potential gives the perturbation
pressure and velocity through pt) = p w(]) and v =
falgz , respectively. Thus, the first equatlon in (2) says

that the pressure is continuous, and the second equation
is a flow conservation law.

We want to control the pressure at the vertex AC and
observe the perturbation flux to the wave guides A and C.
Defining the input and output

(4) (&)
u) = 2000 = 20,0,
aw(A) awc (3)
v(0) = —Aa0) 75— (0,0) ~ Ac(0) T —(0,0)

respectively, then equations (1) for j = A,...,D and (2)
define a dynamical system whose solvability and energy
conservation we wish to verify using Theorem 6 below.

The contribution of this theorem is that it is only required
to verify the solvability of the subsystems, that is, equa-
tions (1) on the edges with boundary conditions

o)
(O,t) ugj)(t) )
ot (Ljat)

After reducing (1) to a first order equation of form 2z = Lz
with z = [w((]) } defining operator G by Gz(t) = ul)(t),
and K in a similar manner, we obtain an internally well-
posed boundary node ZY) = (G, L, K) that is impedance
conservative (see Definitions 2 and 3) and [ ¢ ] is surjective.
As explained after Definition 2, the initial value problem
u(t ) G=(1),
i(t) = LZ( );
y(t) = K=(),
2(0) = 2o
has a solution such that 1) in equation (1) satisfies
Y € CYRT,L?(0,L;))NC(RT, H(0, L;)) for all inputs
u) € C?(R*,C?) and for all initial states zo that satisfy

the boundary condition (4), too. For technical details, see
Malinen and Staffans (2007).

tc R-i-’ (5)

C

Fig. 1. The example graph

The boundary nodes ZU), j = A, ..., D, together with
coupling conditions of the form (2) for vertices ABD and
BCD, and external input and output through (3), form
a transmission graph as defined in Definition 4. We shall
conclude in Section 4.4 that this transmission graph gives
rise to an impedance conservative boundary node and
hence, the composed system is solvable forward in time
and energy conservative.

1.2 Notation and remarks

In this paper we use the notations [ } and @ to represent

orthogonal direct sum of (sub)spaces. By “=" between

Hilbert spaces we mean unitary equivalence. The null
space of an operator is denoted by N (-).

2. BOUNDARY CONTROL SYSTEMS

We work in the abstract framework of boundary control
systems described by operator differential equations of the
form (5) involving linear mappings G, L, and K. For an
introduction of such systems, see (Malinen and Staffans,
2006, Section 1) and (Malinen and Staffans, 2007, Section
2) and references therein.
Definition 1. Let = :=
mappings.

(i) Zis a colligation on the Hilbert spaces (U, X, D) if G,

L, and K have the same domain Z = dom(E) C X
and values in U, X, and ), respectively;

(G,L,K) be a triple of linear

(ii) A colligation = is strong if [z} is closed as an

operator X — [ with domain Z, and L is closed

with dom(L)

Nens

We call L the interior operator, G the input (boundary)
operator, K the output (boundary) operator. The space Z
we call the solution space, X the state space, and U and Y
the input and output spaces, respectively. In Z we use the
graph norm ||21|% = [|2l13, + | G2 ]2 + | L% + [ K=I3.

Dynamical systems defined by boundary controlled partial
differential equations naturally adopt the form (5) associ-
ated with some colligation (G, L, K) on properly chosen
spaces (U, X, Y).Equations (5) are solvable forward in time
(at least) if = satisfies somewhat stronger assumptions:
Definition 2. A strong colligation & = (G,L,K) is a
boundary node on the Hilbert spaces (U, X,)) if:

(i) G is surjective and N(G) is dense in X’;
(ii) The operator L|y(¢) (interpreted as an operator in
X with domain N(G)) has a nonempty resolvent set.

This boundary node is internally well-posed if, in addition,

(iii) L|nr(e) generates a Cp semigroup.



This definition coincides with (Malinen and Staffans, 2006,
Definition 1.1) for strong colligations. There are, in fact,
well-posed boundary nodes that are not strong (see (Ma-
linen and Staffans, 2007, Proposition 6.3)) but we do not
consider such nodes in this paper!. We remark that also
Fattorini (1968); Gorbachuk and Gorbachuk (1991); Ku-
rula et al. (2010) treat strong colligations (with different
names), see (Malinen and Staffans, 2007, Theorem 5.2)
and (Kurula et al., 2010, Remark 4.4).

The term “boundary node” does not refer to the vertices
of the underlying graph structure. In fact, boundary nodes
are related to the edges of the graph. Therefore, we always
talk about vertices when referring to the graph structure.

If 2 = (G,L,K) is an internally well-posed boundary
node, then (5) has a unique solution for sufficiently smooth
input functions u and initial states zg compatible with
1(0). More precisely, as shown in (Malinen and Staffans,
2006, Lemma 2.6), for all zo € Z and u € C?*(R™;U) with
Gzo = u(0) the first, second, and fourth of the equations
(5) have a unique solution z € C1(R*; X)NC(RT; Z), and
hence y € C(R*;Y) can be defined by the third equation
in (5). In the rest of this article, by “a smooth solution of
(5) on RT™” we mean a solution with the above properties.

In a practical application, checking the solvability of (5)
by verifying the conditions of Definition 2 may be difficult.
However, in many cases this is not necessary because the
system satisfies energy (in)equalities that can be verified
using the Green-Lagrange inequality without an a priori
knowledge of the well-posedness. Such energy laws are
very useful when checking the solvability, see (Malinen and
Staffans, 2007, Theorems 4.3 and 4.7). These two theorems
are the most important tools in our proofs.

Next we shall define impedance passivity /conservativity.
To keep the notation simple, we assume that &/ = ) even
though it would be enough to assume that ¢/ and ) are a
dual pair of Hilbert spaces.

Definition 3. Let = = (G, L, K) be a colligation on Hilbert
spaces (U, X, ).

(i) E is impedance passive if the following conditions
hold:
BG+ K
(a) a—L
(b) For all z € dom(E) we have the Green—Lagrange
inequality
Re(z,Lz), < Re(Kz, Gz>u. (6)
(ii) Impedance passive Z is impedance conservative if (6)

holds as an equality, and (a) holds also for some
a,feC.

is surjective for some a, 8 € CT;

The condition (a) stems from (Malinen and Staffans, 2007,
Definition 3.2) where impedance passivity/conservativity
is defined using the external Cayley transform of scattering
passivity /conservativity (see also the discussion there). By
(Malinen and Staffans, 2007, Theorem 3.4), this definition
is equivalent with our Definition 3 above. This theorem
also states that for an impedance passive Z, condition (a)
holds for all o, 3 € CT, and for an impedance conservative
E, condition (a) holds also for all o, € C™.

1 To avoid confusion, we use the term strong boundary node below.

Suppose now that = is an internally well-posed, impedance
passive boundary node and z a smooth solution of (5).
Then (6) means plainly the energy inequality

—=[lz®)]3 < Re(y(t),u(t)),, forallteR*

where the right hand side stands for the instantaneous
power inflicting the system, and the norm of X measures
the energy stored in the state.

3. TRANSMISSION GRAPHS AS COLLIGATIONS

Assume that Z() = (G(j),L(j),K(j)) are colligations
on Hilbert spaces (U, x(), Y1) with solution spaces
ZU) j=1,...,m, where

k;

. . A . . .
GU) = [Ggﬁ G;ﬂ : dom(ED) — U9 = Pu
=1
and
T kj ‘
K = [K{” K,gﬂ s dom(EV)) — Y9 = PP,
=1

That is, the Hilbert spaces U7) and Y9) are represented by
an orthogonal direct sum of k; subspaces each, and the re-
spective input and output operators are split accordingly.
Following this splitting, we define the index set
Ind:={(j,i) ENxN|j=1,...m;i=1,.,k}

and represent it as a union Ind = Uszl ¢ U Uﬁl J!
of pairwise disjoint sets Z',...,Z and J*,...,J™. Each
of the sets ZF or J' describes individual couplings of
signals, and we name the sets control and closed vertices,
respectively. They define a (hyper)graph structure where

inputs and outputs of colligations Z) are coupled by
algebraic equations (8) and (9) below. In order to make
the couplings possible, it is required that the compatibility
conditions

UZ_(J) — u(gp) and yi(]) — y(gp) (7)
hold for all (5,4),(p,q) € ZF, k = 1,...,N and for all
(7,4), P € T 1=1,...,M.

Definition 4. Assume that Z() are colligations with split-
tings as described above. Suppose that sets Z*, ..., IV, N #

0 and J*', ..., JM are defined consistently with the split-
tings so that the compatibility conditions (7) hold.

The ordered triple

(e o)

is a transmission graph with (Kirchhoff) couplings

(i) for all control and closed vertices, the continuity
equations
G0 = G0 0zl )¢z (g)
hold, i.e., (8) holds for all (j,i),(p,q) € IF, k =
1,..,N and for all (j,4),(p,q) € J', | = 1,...,M;
and
(ii) for closed vertices, the balance equations
S kP =0, :DezV 1=1,...M (9)
(Gped!
hold.



The control vertices are exactly those couplings where ex-
ternal signals are applied. If the transfer function (see (Ma-
linen and Staffans, 2006, Section 2)) of each ZU) represents
electrical admittance, then the physical dimensions of /()
and YU) are the voltage and current, respectively, and (8)
and (9) are the classical Kirchhoff laws: the continuity of
voltage and the conservation of charge.

Definition 5. Let I' be a transmission graph as in Defi-
nition 4. Using the same notation, the colligation of the
transmission graph is defined as the triple Zr = (G, L, K)
on the Hilbert spaces (U, X,)) where?

X::éX(j), U = @ Z/[Z-(j), y — @ yi(j),
j=1

(J w)EIk (] Z)EI’V
=1,..., N =1,..., N

dom(= @z@‘ ) and (9) hold 3 ,

LM
7(m)
and K = [Kkﬁj]k:l ,,,,, N
G=1,..., m
where o)
oy i {G]/|Ik| if (j, k) € I*,

otherwise,

and Kkyj =

K, i (j k) € TV,
0, otherwise.

The main result of this paper is the following:

Theorem 6. Assume that the transmission graph I' is com-
posed of internally well-posed, impedance passive (conser-
vative) strong boundary nodes =) = (GU), LW K)
with the following property:

all of the operators [g&;} are surjective. (10)

Then the colligation of T' is an impedance passive (resp.,
conservative), internally well-posed strong boundary node.

This is proved in three steps (Lemmas 7, 8, and 9)
presented in the following section with sketches of their
proofs. The assumption (10) can be relaxed but it appears
to hold in many applications, as in our example.

4. COUPLINGS BETWEEN COLLIGATIONS

In this section, we present three elementary couplings
between boundary control systems. We show that if
one starts with internally well-posed, impedance passive
boundary nodes, then the coupled systems are such as
well. We remark that any transmission graph can be re-
constructed by iterated application of these elementary
couplings. Section 4.1 deals with a partial parallel coupling
between two compatible colligations, see Fig. 2 (left). Such
parallel couplings are treated in (Staffans, 2005, Examples
2.3.13 and 5.1.17) for system nodes. In Section 4.2, we
form loops by joining two signals of a single colligation,
see Fig. 2 (right). Both the control vertices and the closed
vertices are treated similarly at this stage: all the vertices
are left “open” so that (8) is satisfied but (9) is not. After

2 In sums of U and Y, pick one pair (j,4) € Z* for each k.

Uy Ue Uy, Uy U2 = U3

++
e onlll re
yéA) Ye yz(,B) Y1 Y2 + Y3

Fig. 2. Left: Partial parallel coupling; Right: Loop coupling

constructing the full coupling graph structure by making
a finite number of parallel and loop couplings, the final
step — presented in Section 4.3 — is taken to close those
vertices that are not used for control/observation; then
condition (9) is satisfied, too. The transmission graph I"
and its colligation has now been reconstructed, and the
remaining (open) vertices are exactly the control vertices
of T'. Note that property (10) is preserved in parallel and
loop couplings and it is only needed when closing the
vertices.

4.1 Partial parallel coupling

K@ ,
Klzj) ,j=A,Bare
c

)20, )
Uu. |’ LY.

with solution spaces Z(). Define the composed colligation
EAB) = (GWUB) LAB) K(AB)) on the Hilbert spaces

(UAB), XAB) YAB)) where UAD) = U™ @ U, @u( )

, ) ,
Assume that 20) = ({gé)] , L),

colligations on the Hilbert spaces ({

X(AB) .= x(4) g x(B) and Y(AB) .= y§A> V. 0>
(4)
0 P 0 L
Y o
and KWP) .= C(A) KéB)
0o KP

The domain of the colligation is

dom(E4A)) .= [ggﬁﬂ;ﬂ v ([e —a®)).

Such partial parallel coupling is illustrated in Fig. 2 (left).

Lemma 7. Let 24 2(B) and 2(45) be as defined above.
If the colligations Z(4) and Z(#) are internally well-posed,
impedance passive (conservative) strong boundary nodes
such that both [g((f,))} and [;C;((?)} are surjective, then
the composed colligation Z(45) is an internally well-posed,
impedance passive (resp., conservative) strong boundary

node with the property that [ (AB))} is surjective.

Proof. This can be proved by first showing that Z(45) is a
stron% colhgatmn Here it is helpful to note that strongness
of ZU = A, B implies that GU) and K9) are continuous
with respect to the graph norm of LU) by (Malinen and
Staffans, 2007, Lemma 4.5).

Then the desired result can be obtained using (Malinen
and Staffans, 2007, Theorem 4.3 and Remark 4.6).



4.2 Loop coupling

Assume that E = (G, L, K) is a colligation on the Hilbert
U RZ!
spaces ({Zc} , X, {%]) where G = [G1 G2 Gg]T and

c c

K = [Ki K» Kg]T. Two of these parts are “glued”
together to form another colligation = := (CAY',E,IA()
on the Hilbert spaces ([Mi] X, [%1]) with dom(é) =
{z € dom(2) | G2z = Gsz}, G = [gﬂ, L = |d0m(H),
and K := [KerKg}'

The block diagram of such coupling is shown on the right
in Fig. 2. As with the parallel coupling, we note that the
coupling preserves all the desired properties:

Lemma 8. Let = and = be as defined above. If the colliga-
tion = is an internally well-posed, impedance passive (con-
servative) strong boundary node such that [G K ]T is sur-
jective, then also = is an internally well-posed, impedance
passive (resp., conservative) strong boundary node with

~ 517 . c .
the property that [G K ] is surjective.

The proof is very similar to that of Lemma 7.

4.8 Closing the vertices

In this step, we single out the control/observation ver-
tices and permanently “close” all others with respect to
additional external signals. Note that after the parallel
and loop couplings, under the assumptions of Lemmas 7
and 8, the resulting colligation is an internally well-posed
boundary node, such that condition (i) of Definition 4 is
satisfied. This closing means that also the condition (ii) of
Definition 4 is required. This can be done without sacrific-
ing the internal well-posedness or passivity /conservativity.

So let = = (G, L, K) be a colligation on the Hilbert spaces
([Zﬂ X,[%;})Wlth splittings G = [G;] and K = [ ]
where G2 and Ko correspond to Vertlces that will be
closed. Define the new colligation by 2= (Gl, L, Kl)

the Hilbert spaces (Uy, X, ;) with dom(Z) := dom(E) N

N(Ky) and Li=L|, .

Lemma 9. Let Z and = be as defined above. If = is an inter-

nally well-posed, impedance passive (conservative) strong
boundary node with the property that [IC}'] is surjective,

then also = is an internally well-posed, impedance passive
(resp., conservative) strong boundary node.

Proof. We carry out a partial flow inversion and inter-
change the roles of G5 and Ks. More precisely, it is proved

that = := (C:',L,f() on Hilbert spaces ([g’,ﬂ , X, [%;])

where G := [, K = [gl] and dom(E) := dom(E), is
2

an internally well-posed, impedance passive (conservative)

strong boundary node. Colligation = is then obtained from

= by restricting the solution space to N/ (K32), and it clearly
has all the properties as claimed, see Definition 2 and
(Malinen and Staffans, 2007, Lemma 4.5) concerning the

strongness of =.

It is trivial that Z is a strong colligation. One way to see the
interchangeability of Gy and K is directly by Definition
3. Finally, the internal well-posedness can be shown with
the help of (Malinen and Staffans, 2007, Theorem 4.7).

4.4 Webster’s equation on a graph

Let us return to the example presented in the introduction.
There we have four boundary nodes =), j=A..,D
whose input and output spaces are split into two parts
specified in (4), that is, k; = 2. The vertices are labelled
with 1 and 2 and the arrows in Figs. 1 and 3 point from 1
to 2. Thus, the index set is

Ind = {(j,i) | j=A,..,D, i=1,2}.

Now the dynamical system given by (1), (2), and (3) cor-
responds to the colligation of the transmission graph I' :=

({E(j) }f:A AT} {jl}?zl) where the control vertex is

T' = {(A,1),(C,1)} and the two closed vertices are J* =
{(4,2),(B,1),(D,2)} and J? = {(B,2),(C,2),(D,1)}.
More precisely, equations (2) are equivalent with (8) and
(9) and the input and output operators given in Definition
5 yield the input/output of equation (3).

Next we reconstruct this transmission graph in four phases
which are illustrated in Fig. 3.

e Phase 1
, @) , )
We begin with colligations Z0) = ({G%)] , LU [K}.) ])
GY Ky

() ,
on Hilbert spaces ([u}j)} , X)) [yl }) i=AB,CD.
us A%

e Phase 2
The system A is connected to B, and C to D, by a partial
parallel coupling so that we obtain two colligations =(45)
and Z(€P) with
¢ o K% o
AB A AB A B
G = | giY o1 KEAB = | g >K§B; :
0 Gy 0 K,
) m(=(4)
and  dom(E4?)) = { [=0] €[] }

G () G§B>z<3>}

and similarly G(¢P), K(©P) and dom(Z(CP)).

A B A B
1: 2:
C D C D
Aﬁ:i» A
3: D 4: B
OLND C

Fig. 3. Composing a transmission graph



o Phase 3

Now Z(AB) is connected to Z(¢P) by a partial parallel cou-
pling. The part of the operator G(45) which is not involved

A
GAB) G
b 0 GéB)
0]. Correspondingly

in the connection is

and the part

that is, is P = [GgA) =
K%Y o
0o kP
2(CD) is connected by its free vertex {(D,2)} to the com-
mon vertex {(4,2),(B,1)} of Z(4B) so the CD operators

KéAB)

] and K{*P) = [KéA) KfB)]. The system

are chosen differently, namel G(CD) = G§C) 0
Y, y b - 0 G(D) ’
1
G = o 6P, kP = leC) O], and
c - 2 ) b - C D) |»
K kP

K =10 k).

Thus, as described in Section 4.1, we obtain a system with

a® olo o

o GPl o o
G=|c¥" oo o |,

o o |69 o

o oo G®

KY oo o

o K2 o0 o
K=K kP o k|,

0o o |[K9 o

and

dom(E) = {z(j) € dom(E(j)), j=AB,C,D ’
GéA)z(A) = GgB)z(B) = GgD)z(D), Géc)z(c) = GgD)z(D)}.

e Phase /

The vertex {(B,2)} is connected to {(C,2),(D,1)}, and
{(4,1)} to {(C,1)}, by a loop coupling. The parts of
input and output that are not involved in the connection
are G; = [GYY 00 0] and K; = [K{Y KPP o K{P).
¢® o0 oo

The operators that are involved are Go = o a® ool
2

Ko — K% 0 o0 G — 0069 o
2 o k®oo| 3 0o o aP

00K o
00 K& kP

}, and K3 =

} . As described in Section 4.2, the new input

and output operators are G = [gﬂ and K = [ K;_?Ks ] . To
dom(E) we impose the additional condition Gazo = Ggzs.
In terms of the original blocks, this can be written as
GgA)z(A) = ch)z(c) and GEB)Z(B) = GgD)z(D).

Finally, we close all but the vertex {(4, 1), (C,1)}.

The example system has now been constructed using the
three elementary couplings. We have shown above that
these couplings preserve the internal well-posedness and
impedance passivity /conservativity of systems. Now since

Webster’s equation on a simple line defines an inter-
nally well-posed, impedance conservative BCS, we finally
conclude that also the system defined on a network defines
an internally well-posed, impedance conservative BCS.

5. CONCLUSIONS

Many kinds of passive BCSs from electrodynamics, acous-
tics, and mechanics can be interconnected with each other
so that the resulting system is passive and well-posed.
The controllability, observability, and strong stability of
such systems can then be established by the well known
techniques for passive systems. Strong stabilisation, opti-
mal control, and design problems on transmission graphs
can be approached using these methods. Also finite dimen-
sional dynamical couplings can be introduced as in Weiss
and Zhao (2009), but then the composed system is not
purely of boundary control type.
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