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Abstract

Wave propagation in curved tubular domains is considered.
A general version of Webster’s equation is derived from the scattering
passive wave equation. More precisely, it is shown that planar aver-
ages of a sufficiently smooth solution of the wave equation satisfy the
corresponding Webster’s equation when the latter includes additional
control signals determined by the solution.

Keywords. Wave propagation, tubular domain, Webster’s model,
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1 Introduction

We study wave propagation in a narrow but long, tubular domain  C R3
of finite length whose cross-sections are circular and of varying area. In this
case, the wave equation in 2, the topmost equation in (1.1) below, has a
classical approximation depending on a single spatial variable in the long
direction of €2. The approximation is known as Webster’s equation, which is
the topmost equation in (1.2) below. The geometry of € is represented by
the area function A(-) whose values are cross-sectional areas of €.

We represent a tubular domain 0 C R? as follows. The center line of the
tube can be thought of as a smooth curve 7 (of unit length) parametrised
by arc length s. We assume that the cross-section of €2, perpendicular to the
tangent of v at the point v(s), is the circular disk I'(s) with the radius R(s).
The boundary of € then consists of the ends of the tube, I'(0) and I'(1), and
the wall T" of the tube. With this notation, lossless acoustic wave propagation



in Q can be modelled by the wave equation, written for the (perturbation)
velocity potential ¢ : X R >R

(

du(r,t) = *Agp(r,t) forr € Qand t € RT,
c%(r,t) + ¢y(r,t) = 2, /pAL(O)u(r,t) forr € I'(0) and t € RT,

c%(r,t) — du(r,t) =2, /A y(rt) forrel(0) and ¢ € R+, (L.1)

o(r,t) =0 forreI'(1)and t € RT,

\ %(r7t):0 forrel, and t € R

where Rt = (0, 00), R = [0,00), and v denotes the unit exterior normal
vector field on I'. The sound speed in and the density of the medium are
denoted by ¢ and p, respectively. The Dirichlet condition on I'(1) represents
an open end, and the Neumann condition on I' represents a hard reflective
surface. The control (i.e., the input) u(r, t) and the observation (i.e., the out-
put) y(r,t) are given in scattering form in (1.1) where the physical dimension
of both signals is power per unit area.!
The corresponding lossless Webster’s equation is given by

(

Uiy = CAE?FQ (A(S)a_ﬁ’) for s € (0,1) and t € RT,

1
s) Os s
—cs(0,8) + (0, 1) = 2, /Ay at)  for t € RT, 12)
_Cws(07t> o wt<07 t) =2 pAC(Q) :’-7<t) for ¢ € R+7
| ¥(1,t)=0 forteR"

where A(s) is the area of the cross-section I'(s), and the solution v : [0, 1] x
R" — R is Webster’s velocity potential. Obviously, Webster’s equation (1.2)
is a computationally and mathematically simpler model than (1.1) for lon-
gitudinal wave propagation for wavelengths that are long compared to R(s).
More precisely, the solution 1 to (1.2) is expected to approximate the aver-
ages

I .
o(s,t) = —/ pdA for se€(0,1) and teR
(s,1) A0 Jovs (0,1)

(1.3)

of the velocity potential ¢ given by (1.1).

! Another typical way of writing the control and observation for (1.1) is by using the
impedance/admittance boundary conditions g—f(r,t) = v(r,t) and po.(r,t) = p(r,t) on
the active part I'(0) of the boundary 92 where v and p are the (perturbation) velocity and
(acoustic) pressure, respectively. The interplay between impedance and scattering forms
is discussed in a general setting in, e.g., [18, 19, 20].
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Figure 1: Feedforward coupling describing the main results of this article.
The equations in the blocks are as they appear in the lossless case and without
curvature. The functions ¢ and ¢ are related by (1.3).

The purpose of this article is to derive Webster’s equation in a general
and mathematically rigorous way. The ultimate goal of this article and its
companion articles [3, 17] is to write an estimate for difference between the
solution 1) of Webster’s model (1.2) and the planar averages ¢ of ¢; we call
this difference ¥ — ¢ the tracking error. All this can be summarised with the
aid of Fig. 1 and Fig. 2 as follows:

(i)

(iii)

By Theorem 3.1 and the solvability of the scattering wave equation
model on Q by [3, Theorem 5.1 and Corollary 5.2|, all the signals in
Fig. 1 are well-defined functions. The average ¢ satisfies nonhomoge-
neous Webster’s equation (3.15) with the load term F' + G + H given
by (3.9) — (3.11). Thus, the tracking error vanishes in Fig. 1 because
this additional load term has been included.

In the absense of the load term F' + G + H in the true, homogenous
Webster’s equation shown in Fig. 2, the tracking error can still be
controlled by F, G, and H. This is carried out in [17] by refining
the passivity argument of |3, Section 4] to include the required non-
boundary control term in the energy estimates for Webster’s model.

The load terms F', G, and H, and hence, the tracking error can be a
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Figure 2: Feedforward coupling describing the tracking error ¢ — ¢.

posteriori estimated by ¢ as shown in [17].

We conclude that the solution of the homogenous Webster’s equation 1 in
(1.2) approximates well the planar averages ¢ in (1.3) for solutions ¢ of (1.2)
for which F'4+ G + H is insignificant, and the longitudinal wave propagation
in 2 dominates the transversal modes.

All these results are shown in the context of a more general wave equation
model (2.2)—(2.3) than the lossless models given by (1.1) which leads to (1.2)
in the case of straight tubular domains 2. Boundary dissipation is allowed
through the lateral wall T by the boundary condition (3.2), and this leads to
a dissipation term in Webster’s equation (3.4). The curvature of Q is taken
into account in Webster’s equation by introducing a correction factor to the
speed of sound; see (4.11) and also [24, Section 6]. The full results require
that the torsion of the center line v of 2 vanishes, and that A’(0) = x(0) =0
where k is the curvature of ~.

Our interest in Webster’s equation stems from the fact that it provides
a simple and tractable model of the acoustics of the human vocal tract as
it appears during a vowel utterance. This equation (as well as the wave
equation) can be used as a part of a computational physics model; see, e.g.,
[2, 4, 5, 8, 12] and the references therein. The other parts are a mechan-
ical model for the glottis and an exterior space model outside the mouth;
see [1, 2]. Following these ideas and motivations, a boundary control action



is used to represent the acoustic field produced by the glottis source. Fur-
ther applications of Webster’s equation include modelling of water waves in
tapered channels, acoustic design of exhaust pipes and jet engines for control-
ling noise, vibration, and performance as well as construction of instruments
such as loudspeakers and horns |11, p. 402-405].

Early work concerning Webster’s equation can be found in |7, 29, 30, 31].
Webster’s original work [31] was published in 1919, but the model itself
has a longer history spanning over 200 years and starting from the works of
D. Bernoulli, Euler, and Lagrange. A selection of more modern approaches is
provided by [14, 15, 21, 23, 24, 25|. Moreover, there exist a wide and relevant
PDE-related literature on the damped wave equation in 1D spatial domain
where questions such as distribution of resonance values, eigenfunction ex-
pansions, exponential stabilisation, and energy decay have been treated: see,
e.g., |9] which contains a multitude of references in various directions.

Shared features of the modern treatments of Webster’s model (such as
given in [26, Section 8.1]) are the time-harmonic Ansatz and asymptotic
expansions for the velocity potential function ¢ satisfying the wave equation
(either with or without an underlying advection). The time-harmonic Ansatz
leads to the corresponding time-invariant form of the model, analogous to
the Helmholtz equation. The resonance structure (i.e., the formants) of the
model is obtained from the resulting eigenvalue problem; see, e.g., asymptotic
spectra of Neumann-Laplacian on shrinking tubular domains in [13, 27]. Our
complementary approach is to look directly for equations that are satisfied
by planar averages ¢ of ¢ (see (1.3) below) which is likely how Webster’s
equation was first discovered. This results in (3.15) which is satisfied by the
averages ¢. If the three load terms given by (3.9)—(3.11) are neglected from
(3.15), Webster’s equation is obtained in a generalised form.

The article is organised as follows: In Section 2, we discuss the regularity
of the solution ¢ of the wave equation as well as details of the coordinate
system for the tubular geometry described above. The main result, Theo-
rem 3.1 is given without proof in Section 3. In Section 4, we present the
derivation of Webster’s equation with curvature and dissipation. Also the
boundary conditions for Webster’s equation are derived from those of the
wave equation. Section 5 contains the rigorous proof of Theorem 3.1.



2  Background

Regularity and solvability of the wave equation

In order to carry out the arguments leading to Webster’s model for approx-
imating the planar averages ¢, we need have some assumptions on the reg-
ularity of ¢ that solves the original wave equation model. Throughout this
article, we require that the solution ¢ of the wave equation has the following
regularity properties®:

1mt. ol 2mt. 72 9¢ ot 72
pecC (R ;H(2)NC (R ;L*(Q)), 7 € C(R"; L*(092)) 2.1)

Vo e CHR L2 RY), and Age OR'LAQ)).

We remark that even the method of asymptotic expansions requires a non-
trivial implicit regularity assumption so that the expansion exists; see [24,

p. 1985].

It is not unreasonable to require (2.1) from the unique solution of the wave
propagation model appearing the wave equation part in Fig. 1 and given by
bu(r,t) = *Agp(r,t) forr € Qand t € RT,
c%2(r,t) + ¢y(r,t) =2, /= u(r,t)  forr € T(0) and t € RY,

pA(0)
é(r,t) =0 forreT (1) and t € RT, (2:2)
%(Kt) + agy(r,t) =0 forreTl, and t € RT, and

L ¢(r7 0) - ¢0(r)7 qut(ra 0) - pO(r) for r € Qv
together with the observation y defined by

c%(r,t) — (r,t) =2 pA#(O) y(r,t) forreT(0)and t € RT. (2.3)

Indeed, equations (2.2)—(2.3) define an internally well-posed, dissipative dy-
namical system for a > 0 as shown in [3, Theorem 5.1(i)&(iii)| which is, in
addition, conservative if & = 0 by [3, Corollary 5.2|. Such a system has a
unique solution ¢ for twice differentiable input signals and compatible initial

conditions [f,’g] at t = 0:

Proposition 2.1. Let u € C2(R " ; L*(1(0))) and ¢o, po € H (Q) satisfy

I¢o
A¢O E L2(Q)7 ¢O‘F(1) = p0|r(1) = 07 E‘F(O)UF E LQ(F(O> U F)?

pC

o (2.4)
Py Iro) T Pleo) =4/ 74(0)

0
u(-,0) and p%’r +apg‘F =0.

2Even if we write the spatial variables before the time variable in functions such as
¢ = ¢(r,t), we write the time variable first for the function spaces such as C1(R " ; H1(Q)).
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Figure 3: The Frenet frame of the planar centreline for a tubular domain €2,
represented by some of its intersection surfaces I'(s) for s € [0, 1]. The wall
[' C 082 is not shown.

Then there is a unique solution ¢ in C’l(RJr;Hl(Q)) of the wave equation
model (2.2) satisfying the reqularity conditions (2.1). The output, given by

(2.3), satisfies y € C(R"; LA(T(0))).

This is a reformulation of [3, Theorem 5.1(ii) and Corollary 5.2]. The anal-
ogous statements hold for Webster’s equation by [3, Theorem 4.1] but this
will not be needed in this article. It is remarkable that the current approach
does not leave any “regularity gap” in the sense that all Sobolev smoothness
allowed by (2.1) is actually used in the proof of Proposition 5.1 below.

Global coordinates in a curved tube

We give next the necessary facts about the coordinate system we use to
represent tubular domains as shown in Fig. 3; see also [24, Section 2.3|.
Detailed arguments are postponed to the appendices at the end of the article.

Let v : [0,1] — R?® be a smooth curve parameterised by arc length s.
Define for s € [0, 1] the unit vectors

t'(s)
k(s)’

Here the curvature of v is defined by x(s) := [|[7”(s)|| for s € [0, 1], and we
assume that minsep 1) £(s) > 0. It then follows that

t(s) :=7'(s), n(s):= and  b(s) :=t(s) x n(s).

t'=kn, n'=-kt+7b, and b'=-mn (2.5)

where the number 7 = 7(s) for s € [0,1] is called the torsion of . All
these facts concerning the Frenét coordinates can be found in any standard
reference on elementary differential geometry, e.g., [22].

7



By i, j, and k denote the unit vectors in the direction of cartesian coor-
dinate axes. For any point r = zi + yj + zk € R? in a neighbourhood of v
we have

xi+yj+ zk =v(s) + rcosfn(s) + rsinfdb(s), (2.6)

and hence we can use the triple (s,r,0) € [0, 1] x [0, 00| X [0, 27) as coordinates
for r. We shall call these coordinates (s, r,0) the tube coordinates.
Using these coordinates, we can define the (open) interior of any tube as

Q:={(s,r,0):5€(0,1),r € [0,R(s)),0 € [0,2m)} C R (2.7)

where the differentiable function R : [0,1] — (0,00) gives the radius of the
cross-section at s € [0, 1]. We define

r = {(s,R(s),0) : s €(0,1),0 € [0,2r)} and (2.8)
I'(s) :={(s,r,0):re]0,Ry),0€[0,2r)} for se€]|0,1]. '

As before, we denote by A(s) the area of I'(s) for s € [0,1]. We call T" the
wall, and the circular plates I'(0), I'(1) are the ends of the tube €. The
boundary of €2 satisfies 92 = T UT(0) UT'(1). We make it as a standing
assumption that

n(s) := R(s)k(s) <1 forall se€][0,1] (2.9)

in which case the tube does not fold onto itself, and the coordinate mapping
associated to (2.6) is a diffeomorphism. The number 7(s) is called curvature
ratio at s € [0,1], and typically both 7(s) < 1 and 7(s) < 1. The curvature
factor is defined by

1

=== 0) = .
(s,7,9) 1 —rx(s)cosf

(2.10)

Clearly = =1+ rrcosf + O(n*) as n — 0 since |2 — 1 —rrcosf| < n*(1 —
U)I

For the derivation of Webster’s model, we need the following facts about
the coordinate system given by (2.6) that can be verified by elementary vector
calculus.

(i) The volume differential in tube coordinates is

" dsdr df. (2.11)

—_
—
—

dV =dxdydz =



(ii) The surface area element on the tube wall I is

dS =W dhds where W(s):= R(s)\/R'(s)2+ (n(s) —1)2 (2.12)
(iii) The gradient V can be written as
V = t(S)Dl + H(S)DQ + b(S)Dg (213)

where the differential operators D;, 1 = 1,2, 3, are given by

0 0 sinf 0 . 0 cosf 0
Dy = Eoy Dy = cos@a— BTl D5 = smﬁa— vt
2.14)

(iv) Finally, the exterior normal derivative on I is given by

R ,_ 0 9,
v-V = W (—Rua—{—(l—I{R)E) : (2.15)

3 Approximation of the wave equation

In this section we present how the solutions of the wave equation

82
a—t(f = c?A¢ on the domain Q x RT (3.1)
are related to a generalised Webster’s equation in the domain {2 that has
been described in (2.7). We assume that the tube wall T', defined by (2.8),
allows energy dissipation through it, and the energy loss is modelled by
9 99 _

asrt o= 0 on T'xR" where a>0. (3.2)

Note that the Neumann boundary condition g—f =0, i.e.,, = 0 in (3.2),
describes a perfectly reflecting boundary leading to a lossless model. Another
interesting choice is & = 1/c¢ which corresponds to a perfectly absorbing
boundary. For the purpose of reprensenting the curvature of the tube, we
define the sound speed correction factor by

S(s) = (14 %ﬁnQ(s))_l/2 where n(s) is given by (2.9). (3.3)

As shown in Sections 4 and 5, Webster’s equation is then given by

1 0 N 2raW (s) 0y IR
a5 (95) - T 5~ e~ 09

9



Note that the boundary dissipation (3.2) results in the second term in (3.4).
On the end surface I'(1) of tube 2 we use the Dirichlet boundary condition

$=0 on TI(1)xR" (3.5)

that represents an acoustic open end. The same argument that produces
(3.4) from (3.1) — (3.2) also produces the boundary condition ¥ (1,t) = 0
from (3.5).

Recall that the wave equation (3.1) is controlled and observed from the
boundary component I'(0) representing one end of the tube €. In this work,
we use the scattering boundary conditions given already in (2.2)—(2.3):

0 0
caq:( )+ a—f( 1) =2 A u(r,t) and

96 96 : (3.6)
C%(I‘,t) ot ( t) =2 ‘[,A_(())y(rat)

The treatment of these boundary conditions is somewhat more complicated
than that of (3.5), and we make two additional assumptions on 2 to ensure
that the surface I'(0) is “geometrically reflection-free™

A(0)=0 and k(0)=0. (3.7)

As is shown in Sections 4 and 5, then (3.6) imply the scattering boundary
conditions
o oY

—C—(O t>+_t

Js 9)
Y 3¢ _
~ o 5-(0,8) = =-(0,8) = 24/ 35 y

for Webster’s equation. Other kmds of boundary conditions, even nonlinear
ones, on I'(0) are possible, and their treatment follows the lines of Section 4.

In Fig. 1, both the wave equation and Webster’s equation are boundary
controlled by a common external signal, apart from averaging over I'(0). To
produce an exact cancellation of outputs in the upper right corner of Fig. 1,
we need to directly control the state of Webster’s equation by the forcing

(0,t) =2 _(t) and
(3.8)

10



functions F', GG, and H

Floit) = == (40 (06) - 52 [ olsrL0 @) )i 69

Gls,t) = — vaz( 5) 9 b < - —/ 6(s, R(s > nd  (3.10)
H(s, 1) :_ 8) :v (%) Vo dA — —) /F  Baada (3.11)
< " 8gb s),0) cos@d@)
where the error function is defined by
Els,r,0) == %- . (1)2 — —9rk(s) cos O+ (s)2(r cos? 60— R(s)?/4). (3.12)

Now we are ready to give the main result of this article whose proof is in
Section 5:

Theorem 3.1. Assume that ¢ : € X R — R is a solution of the wave equa-
tion (3.1) satisfying the regularity properties (2.1) and the boundary condi-
tions (3.2) and (3.5).

(i) The averaged solution ¢ : (0,1) x R" = R, defined by

- 1
= dA 3.13
satisfies the reqularity conditions
Iy 2mt. 72 d¢ 1T, 72
6€C* (R L(0,1)) and =€ C'(RT;L(0,1)), (3.14)

(ii) The forcing terms F = F(s,t), G = G(s,t), and H = H(s,t), as
defined in (3.9) - (3.11), satisfy F € C(E+;L2(O,1)) and G,H €
CY(R"; L2(0,1)).

(iii) The averaged solution ¢ is a weak solution of

1 0 4 0o 2raW (s) ¢ 1 &9
ma—( <5>&)‘—A<s> o GEEOE (3.15)
=F+ G+ H.

11



(iv) If ¢ satisfies the control/observation boundary conditions (3.6) and
R'(0) = k(0) = 0, then ¢ satisfies the corresponding boundary con-
ditions (3.8).

Claim (iii) means plainly that

Tl 960 1 0%
/O /0 <_$%_C2z()at2 )A( dsdt—27ra/ /W Cdsdt

- /OT /OI(F(S,t) + G(s,t) + H(s,t))((s,t)A(s) dsdt

(3.16)
for all test functions ¢ € C§°((0,1) x (0,7")) and all 7" > 0. Claims (iii)
and (iv) state that the feed-forward connection in Fig. 1 is well-defined, and
the “tracking error” output on the right vanishes. By claims (i) and (ii),
the solution and all signals in (3.15) are functions rather than distributions
whenever the conditions of Proposition 2.4 are satisfied.

Note that Theorem 3.1 does not claim that ¢ would satisfy (3.4). By
substracting the Webster’s equations on top of Figs. 1-2, we see that the
difference ¢ — 1 satisfies a non-homogenous Webster’s equation (3.15) with
zero boundary control at s = 0, leading to error estimates to be given in [17].

4 From wave equation to Webster’s equation

In this section, we derive Webster’s equation from the wave equation. We
postpone the detailed rigorous justification of these computations under the
assumptions (2.1) until Section 5. The reader may find it useful to think of
¢ as a function in C*°(Q), albeit this is of course too good to be true for a
general solution of the wave equation.

Derivation of Webster’s equation

To derive Webster’s equation (3.15), we first obtain a weak formulation of
the wave equation (3.1) — (3.2) in terms of tube coordinates. Open portions

of the tube () are defined by
Q(so,51) = {(s,7,0) : s € (s0,51),7 € [0, R(s)),0 € [0,2m)}

for 0 < sp < 51 < 1. We denote I'(sg, s1) := I' N Q(sp,51). On the cross-
sectional surface I'(sg) we have v = —t(sg), and similarly we have v = t(s;)

12



on I'(s1). Thus by (2.10) and (2.13) we get for the exterior normal derivatives

9 = —E2 for  (sg,r,0) € I'(sp) and
v 0s (4.1)
o _0 '

—_
—

5 =53 for  (s1,7,0) € I'(s1).

Clearly dA = rdrdf on both I'(sy) and I'(sq).
We use a version of Green’s identity given in |3, Theorem A.3] for tubu-

lar Lipschitz domains, valid for ¢ satisfying regularity requirements (2.1).
Together with (4.1) we obtain

/ E1AGdV
Q(s0,81)

1 10 1 0
:—/ V(:)-Vgﬁd‘/—l—/ = ¢dA+/ ¢
Q(So,sl) = F(SO 81 al/ F(So)UF(S1 = 8V
1 1
:—/ V(:)-ngﬁdV—oz/ a(/bdA
Q(s0,51) = I'(s0,s1) = at
0 0
I A
88 I'(s0) Os
where fF(so o) Eflg—fdA = ozfr (s0.51) = 18d)dA is implied by (3.2). On the
other hand, the regularity requirements (2.1) include the fact that A¢ is

an L? function. Thus ¢ satisfies the wave equation (3.1) pointwise almost
everywhere. Using this observation and the volume element (2.11), we get

=1 _ 1 a2¢ / / / 1 8%
/Q(so,sl) =T AgdV = /Q(so 51) 2= E)t2 252 92 —rdrdf | ds
S1 1 a2¢
_/80 (/F()CQHZ 3t2dA> ds.

We combine these two expressions for the same thing, and get
1
L(sg, 1) = / \Y% (:> -VodV (4.2)
Q(s0,81) =
(i)
e 9,
L =
(50, 51) / 85 / 83

100 / ( / 1 % >
/F(so 51) = at , 50 I'(s) 2 2 at2

-~

(11) (iii)

[

where
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We note that (4.2) — (4.3) hold for any solution ¢ of the wave equation
satisfying the regularity conditions (2.1).

Remark 4.1. Using (2.10) - (2.13) we see that

—
—

1
v (:) = —trx'Ecosf — nk.

We conclude that in the case of uncurved tube k = 0, the right hand side
of (4.2) vanishes, and the we get L(sg,s1) = 0 for all so,s1 € (0,1). The
equation L(sg,s1) = 0 can be regarded as an integrated form of Webster’s
model.

We aim at deriving the loaded Webster’s equation (3.15) for the averaged
solution ¢ given by (3.13). To achieve this in the general case for curved
tubes, we first study the limit

L /
lim —(S’S );
s—s s — s

(4.4)
here L(s,s’) is given by (4.3). A rigorous interpretation of this limit will
be given in the proof of Theorem 3.1. Then we express the outcome of the
limit process in terms of the averaged solution ¢. Since the averaged solution

¢ solves Webster’s equation only approximately, we obtain a non-vanishing
load term f in (3.15).

Terms (i) in (4.3)

The first two terms in (4.3) give the elliptic part of Webster’s equation. We
rewrite £ <fF(s) gbdA) =2 (A(s)¢) as

w05 == Lo ()

= —A(s)d+ % (/F( )gbdA) .

The last term is the limit as s’ — s of

s'—s (/ pdd = /r(s) ¢dA)
/ /R(S (s 7“98 _f(s’r’e)rdrdé

—(S> " —1 e s, r,0)rdr
| (R<s'>—R<s>/R(S) oo 0) d)“

14




which gives
0 . a¢ ) 2m
ds (/m) WA) - / B+ REORG) [ (s, B(s).0)db.

From these expressions, we now obtain

8¢ , _ 1 27 agg
/F(S) s —dA = A(s )(¢— o ; (ﬁ(S,R(S)’Q)dQ) —i—A(s)g,

Initially this holds for all ¢ € C*(Q) and s € (0,1). After an application
of Proposition 5.2 and Proposition 5.3 we see that this is true also for ¢
satisfying (2.1) for almost every s. Thus

_ 1 9% ., 99,4\ _ 9 9 14
slflins s’ —s (/ 63 08 ) "~ 9s Jr 68 (4:5)

" s (A“gf) 75 (A'< (55(8)—% I ¢(8,R(s),9)d9))

The reader can recognise the elliptic term of Webster’s equation on the last
line. The assumptions (2.1) are not strong enough to give the averaged
solution ¢ two weak derivatives with respect to s. Hence we will interpret
the last equation in the sense of distributions in the proof of Theorem 3.1.

Term (ii) in (4.3)

For the boundary dissipation term in (4.3) we get

- a/ ! agbdA = —a—/ (/ o(8 d:) W(8)ds
=0t =
by using (2.12). Thus
—« / 1 6¢
lim =
s'—s 8 — s [(s,s') = 015

— _alim [ ,1 / ’ < 0% g% R(3), e)de) W(§)d§] (4.6)

s’—s |8 — S =

= —aW(s (%(/ (s, R(s), )df)

We will use Proposition 5.4 to justify this limit.
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To proceed we note that by (2.10), the expression inside the parenthesis
takes the form

/ o(s, R(s) d? / o(s, R(s),0)(1 —n(s)cosb)dbd

i) -2 (89) - - | 7 65, R(s), 0)a9)

—n(s) | (s, R(s),0) cos 0do.

0

Thus we conclude that

lim _O‘/ 1a¢dA o W@

= ot ot

4+ oma 2 (&@) _ % O ng(s,R(s),G)d@) (A7)

2m
+ onn% (/0 o(s, R(s),0) cos 9d9) :

Term (iii) in (4.3)
We take the familiar limit also in the final term in (4.3). We get

1 s 1 0% 1 1 0%

li —dA ) ds == —dA 4.

s s — s/s (/F( ) 222 Ot? > T "2 ot? (48)

1o / PdA

N 02 3152 I'(s) =2 ’
We will appeal to Proposition 5.4 to deal with this limit. In order to ob-
tain (3 15) we must express most of the contribution of the term containing
fr () = 2¢pdA in (4.8) using the averaged solution ¢. Unfortunately, the cur-
vature factor = is not constant, and we cannot just bring it out from under
the integral sign. To deal with this problem, we use the sound speed correc-

tion factor X(s). It is clear that 3(s)~2 is the best estimate for function =2
over I'(s) in the sense of least squares. We have

1 1 dA
S(s)2  Als) /

2/ / (1 —ri(s)cosf)*rdrdd =1+ 1n°(s)

(4.9)
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where the curvature ratio 7(s ) is glven by (2 9). The error function in (3.12)
satisfies the identity ZF = =71 — =2 — —_7] With the aid of this we get the

splitting
pdA  A(s) - /
= E¢pdA
X(s)? I'(s) ¢
which implies
1 02 pdA\  A(s) 0%¢ E82¢
2 or </F(S) = ) —c(s)? o2 * 02 o a4 (4.10)
where
c(s) == cX(s) (4.11)

is the speed of sound after correction by the curvature factor; see (3.3).
Taking the limit on the right hand side of (4.2), we get

1 1 1 1
im — / \Y (:) -VodV = / =V <:> -VodA. (4.12)
s’—=s § — S Q(S,SI) = F(S) = =

lim

Proposition 5.4 again justifies this limit.
We now have everything we need for the limit (4.4). We put (4.2), (4.5)
— (4.8), (4.10) and (4.12) together, and obtain

0= éSSLS;;_AB/NS)E (2) voas
_Aés)%( gf A) A(s) 66(/ s )
B

3_2 ¢dA) LI (l) gq 13
A(s)2 o2 (/F(s) =2 ) Ads) /F(S)EV =) Ve

1 0 00\  2maW(s) 96 1 9%
A(s) 0s (A(S) %) A(s) ot 2x(s)2 o
— F(s,t) — G(s,t) — H(s,t)

where F', G, and H are given by (3.9) — (3.11). Equation (4.13) is Webster’s
equation (3.15). If we assume that the right hand side of (3.15) is negligible,
we obtain the Webster’s horn equation (3.4) with curvature and dissipation.

Webster’s control/observation boundary conditions at s =0

We next derive the boundary conditions (3.8) for Webster’s equation at s = 0
that correspond to the boundary conditions of the wave equation on I'(0) in

(3.6).
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We get for smooth ¢ by using (4.1)

9 C%) / ¢
dA = it 2 [ saa
/1"(0) < aV ot I'(0) 85 ot r'(0)

¢
—c —(2—-1)dA
/1“(0)65( )

since fr(o) % dA = 0. The last term on the right hand side of (4.14) vanishes
due to the assumption x(0) = 0. Thus, our interest lies in the term

2r  rR(0)
99 dA = / / ?(s,r, Ordrdd for s=0.
0 s

(4.14)

We get

R(0) 5
/ / (s,r,0)rdrdd
R(s) R(0)
/ / o(s,, Q)Tdr—l—/ o(s,r,0)rdr | df
85 R(s)

20 ([ et ).

For the latter term on the right hand side we get

/Qﬂ ) /R(s) ( )
— o(s,r,0)rdr | df
0 Js R(0)
27 R(s) / . R(s")
:/ hm/ s, 9>/ oo, 0>7’dr+ lim /1 / é(s,r,0)rdr | do
R(0) 5= $s 85 = 8 JR(s)

s'—s
/ / —rdrd6’+R JR'(s / o(s, R(s

and hence by setting s = 0 above we obtain

99 d(Ag) , o
35 dA = =222 (0) = R(0)R/(0) /0 (0, R(0),6) df

We conclude from this and (4.14) that

1 dp o o) d¢
/ ( + )dA w0y Lwoy - K@) (415)

A(0) v~ ot ds ot
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for all ¢ > 0 where

_ cA(0) 1 [
K(t) := A00) <q§(t 0) — Py #(t,0, R(0),0) dH) : (4.16)
Now, if ¢ satisfies (3.6) then ¢ satisfies
O 0
— c(O)a—(b(O, t) + af(O t) — K(t) =24/ 540 ult) i)
0 0 '
— (0 >a¢<o 0 - 220.0)— Kt) =2, /iy 50
where u(t) := fr t)dA. The assumption x(0) = 0 is convenient

here, too since 1t 1mphes c(O) = ¢ where ¢(s) := ¢X(s) is the variable sound
speed (4.11).

Thus, for smooth ¢ we have (3.6) = (3.8) if x(0) = A’(0) = 0 which
we make a standing assumption in [17]; see also [24, p. 1992]. Passage from
smooth functions ¢ to those satisfying (2.1) is accomplished by a straight-
forward density argument.

5 Proof of Theorem 3.1

In this section, we give the detailed proof of the main result based on the
computations in the previous section. Some auxiliary results are needed first.

Proposition 5.1. Assume that §2 is a tubular domain described by (2.7) and
¢ :Qx R" >R satisfies the reqularity assumptions ¢ € C’l(RJF; HY(Q)) and
AYONS C’(RJF; L*(Q)) in (2.1). By T C 99 denote the walls of the tube. Then
the boundary trace satisfies ¢|F € C’(EJF; HY(T)).

Proof. Let ¢ € H'(Q) such that Ay € L*(Q). Since the radius function
R(s) is smooth, we may assume that the tube 2 is of constant diameter near
its ends I'(0) and I'(1) — if not, use a diffeomorphims to obtain R'(s) = 0
for s € (0,m) U (1 —n,1) for n > 0. We extend Q from both ends to a
longer tubular open set  that has a smooth boundary. This extension can
be carried out in many ways but the function ) must be extended to all of
Q so that (2.1) are satisfied by the extended function ¢). Let us consider the
end s = 0.
For s € (—n/2,1) define the extension by reflection

P(s,r,0) for s € (0,1)

30(—s,7,0) — 20(—2s,r,0)  for s € (—1/2,0) (5.1)

Q;(S,T, ) = {
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and similarly at the other end. This extension gives us a function 1; defined on
a tube of length 1+ 7, and by smoothing the tube around the ends produces
Q) having a smooth boundary with Q@ ¢ Q and T’ € 9. It is easy to see that
Y satisfies (2.1) since 1) does.

Thus ¢ € H'(Q) with Ay € L*(Q) and 2% € L?(9) where the boundary
9 is smooth. By elliptic regularity theory (see [16, Remark 7.2 on p. 188],
with s = 3/2, m = 1, my = 1), we conclude that ¢ € H*?%(Q). Using
[16, Theorem 7.4] we conclude that ¢ € DY?*(Q) := {f € H¥?*() : Af €
=-1/2(Q)} where ZF(Q) has been defined on [16, p. 172] since L*(Q) C
5_1/2(9). It follows from [16, Theorem 7.4 on p. 188] that JJ‘@Q e H'(09)
and thus zZJ|F € HY(T') by restriction. Now, the trace mapping 1) > w‘r is
bounded from E(A;L*(Q)) := {f € H'(Q) : Af € L*(Q)} into L*(Q), and
its range is in H'(T); it is thus bounded from F(A; L*(2)) into H*(T). Since
RS C(Kﬂ E(A; L*(9))), we conclude that ¢|F € C(@Jr; HY(T)). O

Proposition 5.2. Let I' be the wall of the tube, as in Proposition 5.1. Define
for g € HY(T') the linear mapping B by

1

(Bg)(s) ::%/Oﬂg(s,R(s),Q)dQ for se(0,1).

Then
B e L(H¥T); H*(0,1)) for all keR.

Proof. For any g € C*(T") and w € L?(0,1), we have Bg € C*(0,1) and

oy = [ ([ ot 700030 wisyas
= [ [ om0 0055 = .

where dA = W(s)dfds and w(s,0) = 27r1/$()s) Because C*°(I") is dense in
H'(T'), we conclude that B* € L(H7*(0,1); H*(T)) for all & > 0 where
(B*w) (s, R(s),0) = 5y for all w € L*(0,1)) and (s, R(s),0) € T. In
particular, B € L(HE(T ( 1)) for all k£ > 0.

Define the spaces

)

W ={reC(T):r(s,R(s),0) = sro(#) + (1 — s)r1(0) for ro,r; € C(T)}

and Wk := WNH*(T') equipped with the norm of H*(T"). Then W¥ is a closed
subspace of H¥(T') for k > 2, and it is easy to see that W*+HE(T') = H*(T).
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The operator B maps W* boundedly onto linear functions on (0, 1) that are
equipped with the norm of H*(0,1). We conclude that B € L(H*(T'); H*(0, 1))
for £ > 2 and k£ = 0. The claim follows from this by interpolation; see, e.g.,
[16, Theorem 5.1 on p. 27 and Theorem 7.7 on p. 36]. H

Proposition 5.3. Let Q2 be as in Proposition 5.1. For f € L*(Q), define the
linear mapping A by

(Af)(s) / pdA  for s€(0,1).

Then
A€ L(H*Q); H*0,1)) for k>0.

Proof. For ¢ € L*()) we have by Hélder’s inequality

Mol = [ (505 p14) ds
< (L 1) ([, 1) o

=(s 42 rdrdfds 9
< Gy l¢]2
<[ [ L Sl

where C := max,ep, 1} A because dA = rdrdf on I'(s) and dV is given by
(2.11). Thus A € £(L2(Q) L2(0,1)).
Using the operators A and B, equation (4.5) takes the form

5 0 =4 (52) + 55 (B0l - 4) (5:2)

first for ¢ € C*(Q), and then by density for all ¢ € H'(£2) and ¢|F € HY(I')
and |10, Theorem 1.5.1.3]. It follows that || 2 (A®)||r2(0,1) < Cillt - Vo r20,)+
SUP,el0,1] A(s (C2||¢‘ 2y + Cilldll 201)) < Cllollm () for all ¢ € H'(Q)
for some C' < co. This means that A € L(H'(2); H'(0,1)), and the claim
follows by interpolation, as in the previous proposition. O

We treat some of the limits as s — s in Section 4 by Proposition”5.4. In
the proof, we use the centered Hardy—Littlewood maximal operator, defined
for functions f € LL _(R) by setting

z+h

(M) =swon [ iflde
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It is well-known that the non-linear operator M is bounded from LP(R) to
LP(R) for 1 < p < o0; see, e.g., [6, Theorem 2.5 on p. 31] or [28, Theorem 8.18,;
in particular Eq. (6) on p. 174].

Proposition 5.4. Let f € L*(Q), g € L*(T"), and define for any h > 0 the
functions

fs)= [ Jaa=AGs) (Af)(s) for sefo)

I'(s)
fots) — { F e ETAV o s € 1=
0 otherwise;

o(s) = / " (s, R(s),0) d8 = 2x(Bg)(s). s € [0.1],

gn(s) = i Jring WTGdS for s €[ 1—hj;
0 otherwise.

Then fn — [ and g, — g pointwise Lebesgque a.e. as well as in L*(0,1) as
h — 0.

Proof. We prove only the claim concerning f;, as the case of g, is essentially
identical. That f € L?(0,1) follows from Proposition 5.3. For h <s<1—nh

1 s+h _ 1 s+h B 1 s+h
fh(s)——/ fdAda——/ / Ef-EldAda——/ f(o)do
h s T'(o) h s (o) h s

by Fubini’s theorem, recalling that dV = Z7'dAds by (2.11). By Lebesgue’s
theorem (see, e.g., |6, Corollary 2.13] or |28, Theorems 7.7 and 7.10]), we
have | f(s)| < (M f)(s) a.e. s € 0,1], and

s+h
() < sup () < 2-sup o [ (o) do = 2(Mf) (s),
h>0 h>0 s—h
Thus,
1fn(s) = ()] <9(MF)(s)? for ae. s €]0,1] (5.3)

where the upper bound is in L*(0,1) since the Hardy-Littlewood maximal
operator M maps L?(0,1) into itself. By the Lebesgue’s theorem, the left
hand side of (5.3) converges to zero pointwise a.e. on [0,1]. Hence, f;, — f
in L?(0,1) by the Lebesgue Dominated Convergence theorem [28, Theo-
rem 1.34]. O

We are now ready to give a rigorous proof for Theorem 3.1.
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Proof of Theorem 3.1. Claim (i): By (2.1) we have ¢ € C’Q(@Jr;LQ(Q)) and
% € Cl(@Jr; L?(€2)). Thus an application of Propositions 5.3 and 5.2 implies
that ¢ € 02(E+; L?*(0,1)) and % c C’I(EJF; L?(0,1)), as desired.

Claim (ii): The functions A(s), A(s)~!,n(s), W(s),Z"'V(E7'), and E
are all smooth by assumptions. Hence, by inspection of formulae (3.9)

- (3.11) we need to show, in addition to claim (i) of this theorem, that
2 (Bg|,) € C( R"; L%(0,1)) in order to prove that F € C(R"; L?(0,1)) and
G,H € CI(R : L2(0,1)). This follows directly from Propositions 5.1 and 5.2.

Claim (iii):

Let 0 < h < 1. For h < s < 1 — h we may write, in the notation of
Section 4,

1
L(s,s+h) = / \Y (E) -VodV, (5.4)
Q(s+h,s) —
where
a¢ 8¢
L(s,s+h :/
( ) [(s+h) 83 33

s+h 2
o 1%/ [
D(sth,s) = OF c?=? 0t

This makes sense for solutions of the wave equation satisfying (2.1): the
wave equation holds pointwise almost everywhere, and Green’s formula |3,
Theorem A.3| applies as well.

We want to derive the weak form of Webster’s equation. To this end, take
an arbitrary test function ¢ € C3°((0,1) x (0,7")), and choose h sufficiently
small, so that the spatial support of ( is contained in the interval (3h,1—3h).
By a change of variables, we see that

//m) s AL t)ds // dAC — h)ds. (5.5)

Next we multiply (5.4) by (, integrate over s, divide by h and use (5.5). This
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leads to

I II,
7\

M09, Cls—ht) = ((s,)
/ /s+h8) (:) Vol (s, t)dVdS—/ o 83 ; ds
- 106
a/ /s—l—hs)‘—‘atdsg( )

1,

s+h 1 82¢
/ / /F( TP (3t2dAd o ((s,t)ds.

J/

Vi,

(5.6)
We next take the limit of all the terms in (5.6) as h tends to zero. For the
term I, we use (5.4) and Proposition 5.4 with f := Z2-'VZ~'. V¢ to get

1
I —}11%1,1/ /F(S :v( )-ngdAC(s,t)ds—/ﬂ{V(E)-V¢] ¢dv.

The limit of the term 71} on the right is

II —hmffh—hm/ / h’t)_C(S’t)ds
I'(s) h

h—0

[ (L% )“éi“d

since we have a difference quotient on the smooth test function (. We handle

the other two terms on the right by an application of Proposition 5.4 with

g= Vl/ %‘f to obtain

1
II7 —hm]]]h—hm/ 1/ 1a¢dSC( t)ds
I'(s+h,s)

h—0 =0t

/ / (1 a¢> | d0¢(s,t)ds; and

s+h 1 82¢
v —hmIVh—hm/ / / TEp dAdo ((s,t)ds
(o) € ot

h—0

1 o
//r( =D a;bdAC(s t)ds

because dS = Wdfds on I" by (2.12).
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The proof is completed by expressing the limiting terms 77, I11, and IV
above in terms of ¢. For term I/, we use (5.2) to handle the derivative with
respect to s, and get

7= —/0 A(s)%(s)%(s,t)ds

[ o (AEAS) — Bl6],) (5.0 ds.

after integrating by parts in the second term as well. This yields the forcing
term F'(s,t).

For term 111, we note that passing from (4.6) to (4.7) requires only adding
and substracting suitable terms. The same is true for passing from (4.8) to
(4.10), and this takes care of the term IV. Hence we get

L/ 0 o - o)
I :QW/O (Wa—f - (0 —B(o|.) — WnaB(gb‘Fcose)) ((s,t)ds

! 1 0% 1 E 99
1A% :/O A(S) (6(8)2 at2 + A(S) /F‘(S)gw dA) C(S,t) ds.

To finish off, we recall that passing to the limit h — 0 in (5.6) gives the
equation

I=11—alll -1V.

We insert all the above results into this equation, and get the weak form of
(3.15) as desired.

Claim (iv): As argued in Section 4, we have (3.6) = (3.8) for smooth ¢
if k(0) = R'(0) = 0. Since 22(-,#) € L*(I'(0)) and %‘F(O)(-,t) € HY2(I'(0))

ov
by (2.1), and the claim follows because the averaging over I'(0) is bounded
linear functional on L*(T'(0)). O
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A Global coordinates for tubular domains

Surface area element

By (2.7), the wall I" can be parametrised as
r(s,0) =y(s) + R(s)(ncosf + bsinf)

where s € [0, 1] and 6 € [0, 27]. Hence the surface area element can be found
by using the formula
dS = |% x 2| dsdb.

S

We have & = R(s)(—n(s) sin 6 + b(s) cos§), and by (2.5) we get

% =t(1 — kR) + n(R cosf — Rrsinf) + b(R' sinf + R7 cosh).

Since {t,n, b} is a right-hand orthogonal system, we see that

? xn =b(l—kR) — t(R sinf + R cosf)
s
and
or , ,
5 % b=—n(l—-kR)+ t(R cosf — Rrsinb).
Hence the exterior normal derivative lies in the direction of
—? X % = R[—tR' 4+ n(l — kR) cosf + b(l — KR) sin 6] (A.1)
s

since kR < 1. Now (2.12) follows by orthonormality, see (2.9).
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Volume element

To verify (2.11) we need to compute the Jacobian of the coordinate trasfor-
mation:

d(s,r,0) _ g_‘;’f % %
O(z.y.2) |3 & &
oxr Oy Oz
=(t-1) =(t-j) =(t-k)
= [cosOn +sinfb]-i [cosOn +sinfb]-j [cos@n—l—sm@b] k
[~ 7St — sinfy | st § [_pZp  snly | eosOp] . § [_pZp sinly | eoo b] o
t-i t-j -k
= =cosf n-i n-j -k
[_TEt_yn‘i‘#b]l [_TEt_¥n+¥b}J [ =t — 8 ren cos@b] .k
t-i t-] t-k
+ =sin 6 b-i b-j b -k
[—TEt—w;en—l—COfeb]-i [—Tut Hrlen%—wb}-j [—Tut— Ten—l—#b}-k
— t-i t-j t-k . t-i t- t-k —|t-i t- t-k
=cos2 O J =sin2 f -J = J
2 i n ok -2 % b bj bk =Z|ni n-j n-k|.
" bi bj b-k " nin-jnkl "|bibjbk

We write the basis change as xi 4 yj + zk = at + Sn + vb, and thus we see

o x t-i t-j t-k
Bl =Aly| where A:= [n-i n-j n-k
g z b-i b-j b-k

Because both the bases {i, j, k} and {t,n, b} are orthogonal, the basis change
matrix A is unitary. Hence its determinant is of absolute value 1, and

‘% = 2. From this we conclude that (2.11) holds.

Gradient and normal derivative on I'

We have 5 P 9
V=i—+j—+k—.
ox Yy

Suppose that ¢ = ¢(s,r,0) Where s, r, and € are functions of z,y, and z.

We have by the chain rule 2 3 = g—; 888 + g; 8‘1 + gg 6‘99, and hence we need to

compute 8—3, %, and 89. By differentiating (2.6) with respect to z, we get
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by using (2.5)

i=(1—rkcosf) %t(s)

., 0s or .00
(—7"7' sin 9% + cos 9% — rsin 0%) n(s)

Os . Or 00
+ (7’7’ cos 0% + sin 6% + 7 cos 0%) b(s).

Because t(s), n(s), and b(s) are orthonormal, we get

1 —rkcosf 0 0 % t(s)
—rrsinf  cosf —sinf| | &£ | = [n(s)| -i.
rrcosf  sin@  cosf r% b(s)
9s _ __t(s)

By the topmost row, £ -1, and using this gives

’ Oz~ 1—-rKkcosf

_% _ cosf siné n(s)—l——lﬁ;;i&zet(s)
rg —sinf cosf| |b(s) — LS50 t(5)

1—rkcosf
or
(05 _ _tls)
oz 1—rKcosf
9 =[cosfn(s)+sindb(s)] - i
\g_f: = [_ 1—7“;—00591:(8) - #n(s) + %b(s)} ' 1
We now conclude that % = F' -1 where
F(S,T, 6) = t(S) m
J¢p  sinf 0¢ . 09 cosB Do
—|—l’1(8) <COSQE - r %) +b(8) <Sll’l QE + ” % .

A similar argument shows that also g—z’ = F-jand % = F'-k hold, and hence
V¢ = F. The formulas (2.13) and (2.14) can be read from this.

It remains to compute the normal derivative % on the tube wall I". By
(A.1), (2.12), and (2.13) we get

v-V = % (—tR' + (1 — kR)(ncosf + bsinf)) - (tD; + nDy + bDj)

R{ (8 8 B

as desired.

30



